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Preface

This report describes the results of a combined hydrodynamic, sediment
transport, and water quality modeling effort undertaken to investigate the water
quality impact of enlarging an existing confined disposal facility (CDF) in
lower Green Bay, Wisconsin. Thz CDF is used for the disposal of dredged
material from the Green Bay/Fox River navigation channel. The report
describes the various components of the study and presents details of the pro-
totype data used in the hydrodynamic and water quality computations. Com-
parisons of hydrodynamic and water quality results are shown to demonstrate
the impact of the proposed CDF modification on the lower Green Bay area.
This study was performed as a joint endeavor between the U.S. Army Engineer
Waterways Experiment Station's (WES) Coastal Engineering Research Center
(CERC) and Environmental Laboratory (EL) for the U.S. Army Engineer Dis-
trict, Detroit (CENCE). The CERC's responsibilities included developing, test-
ing, and implementing a long wave, two-dimensional hydrodynamic model for
simulating currents within the lower bay. The EL's duties included simulating
transport and fate of water quality constituents (e.g.. dissolved oxygen) with a
two-dimensional water quality model.

A Technical Review Panel (TRP) was established to provide oversight on
model development and application. The guidance provided by the TRP dur-
ing the course of this study was extremely helpful, and appreciation is
extended to the following TRP members: Dr. Keith W. Bedford, professor,
Ohio State University; Dr. David Lam, Environment Canada National Water
Research Institute (Burlington, Canada); Dr. Kwang Lee, professor, University
of Wisconsin at Milwaukee; Mr. Dale Patterson, Wisconsin Department of
Natural Resources; and Dr. Steve McCutcheon, U.S. Environmental Protection
Agency. Appreciation is also extended to Messrs. W. Scott Parker, Deputy
District Engineer, Programs and Project Management Division (PPM);
Robert L. Gregory, PPM; and David B.rilovich, Engineering Division of the
CENCE. The final report was prepared by Mr. David J. Mark, CERC, and
Drs. Barry W. Bunch, EL, Norman W. Schcffner, CERC, and Mark S. Dortch,
EL. Description of the hydrodynamic model was written by Ms. Mary A.
Cialone, CERC, and Dr. Billy Johnson, HL. Report preparation was aided by
Messrs. Fulton C. Carson, CERC, and C. Jace Pugh, EL, together with
Ms. C. Jaudon McKay, CERC.

The hydrodynamic component of this study was performed under the gen-
eral supervision of Dr. Jamcs R. Houston and Mr. Charles C. Calhoun, Jr.,
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Director and Assistant Director, respectively, CERC. Direct supervision of the
hydrodynamic portion of this project was provided by Mr. H. Lee Butler,
Chief, Research Division, and Mr. Bruce A. Ebersole, Chief, Coastal Processes
Branch, Research Division, CERC. Near the completion of this study, supervi-
sion was provided by Dr. Martin Miller, Chief, Oceanography Branch,
Research Division, CERC.

General supervision for the water quality component of this study was
performed by Drs. John Harrison and John W. Keeley, Director and Assistant
Director, respectively, Environmental Laboratory (EL). Direct supervision was
provided by Dr. Donald L. Robey, Chief, Ecosystem Research and Simulation
Division, and Dr. Mark S. Dortch, Group Chief, Ecosystem Research and
Simulation Division, Water Quality Modeling Group, EL. Mr. Butler served
as project manager.

During the early phases of this study, COL Larry B. Fulton, EN, was Com-
mander and Director of WES and Dr. Robert W. Whalin was Technical
Director. In January 1992, COL Leonard G. Hassell, EN, became Commander
of WES and Dr. Robert W. Whalin became Director. At the time of publica-
tion of this report, COL Bruce K. Howard was Commander of WES and
Dr. Robert W. Whalin was Director.
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Conversion Factors, Non-SI
to SI Units of Measurement

Non-Sl units of measurement used in this report can be converted to SI units
as follows:

Multiply By To Obtain

acres 4,046.873 square meters

cubic teet 0.02831685 cubic meters

dyne 0.00001 newtons

feet 0.3048 meters

knots (international) 0.5144444 meters per second

miles (U.S statute) 1.609347 kilometers

vii



1 Introduction

As one component of its mission, the US. Army Engineer District, Detroit
(CENCE) is responsible for maintaining the naviga.ion channel servicing the
Port of Green Bay, WI. During maintenance operations, the CENCE deposits
dredged material in a confined disposal facility (CDF) named Kidney Island,
located in close proximity to Green Bay's southern shore (Figure 1). Origi-
nally constructed in 1979, Kidney Island will reach its capacity in 1993,
necessitating the need for developing a new CDF. One possible solution
involves expanding Kidney Island. However, because the CDF is in close
proximity to the Fox River mouth, where high waste loads exit the river, con-
cern exists that the expansion may adversely affect water quality conditions in
the lower bay. By modifying current patterns, greater quantities of pollutants
may be transported into regions of the lower bay which serve as spawning
waters.

Waste loads entering lower Green Bay via the Fox River can be attributed,
in part, to seven major point source dischargers releasing treated industrial and
municipal wastes below DePere Dam. Additional loadings can be attributed to
effluent discharged upstream of the dam. Five papermills/packaging plants and
two public wastewater treatment plants discharge into the 7.3-mile1 reach of
the Fox River between its mouth and DePere Dam. Both the lower Fox River
and lower bay exhibit eutrophic conditions during much of the summer; these
systems can be characterized by elevated nutrient and algal concentrations as
well as low Secchi depths. Furthermore, dissolved oxygen data measured in
regions of the lower bay contain measurements where concentrations were
lower than the State of Wisconsin water quality standard for dissolved oxygen
(i.e., 5 mg/L) during brief periods in the summer.

This report describes the hydrodynamic and water-quality modeling
approach used for determining whether the proposed expansion of Kidney
Island will adversely impact water quality conditions in lower Green Bay. The
hydrodynamic model is used for estimating current patterns in the lowei bay.
This information is subsequently used as input to the water quality model for
predicting the transport of water quality constituents, such as dissolved oxygen.
The assessment as to whether the CDF will impact water quality conditions is

i A table of factors for converting non-SI units of measurement to SI units is presented on

page vii.
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Figure 1. Lower Green Bay location map

made by comparing simulated spatial and temporal variations in dissolved
oxygen concentrations between pre- and post-expansion CDF configurations.

Description of Kidney Island

Kidniey Island is located approximately 3,6(X) ft cast of the Green Bay
Harbor entrance channel and about 8(X) ft north of the shoreline. Presently,
1his island has a planfomi area of 55 acres, and is enclosed with a rock dike
having a crest elevation 10 !' above tile low-water datum of 576.8 1f Intema-
lional Great Lakes Datum (IGLD) of 1955. A single layer of interlocking
shcetpiling serves as a cutoff wall and runs along the center of the dike to pre-
vent leakagc of dredged material into the surrounding waters. Primary treat-
ment of water draining from the CDF is accomplished via a series of weirs and
sand filters to remove suspended solids from the effluent.

Chapter 1 Introduction



As shown in Figure 2, the proposed expansion will be constructed immedi-
ately north of the existing CDF, and will have essentially the same shape as
the original facility. The western edge of the proposed expansion will be
located approximately 2,750 ft from the navigation channel. The expansion
will have a planform area of 126 acres, and the enclosing dike will have a
crest elevation of 14 ft, or 4 ft above the original structure. As with the origi-
nal CDF, only dredged material will be deposited in this facility, and a cutoff
wall will prevent contamination of surrounding waters.

Overview of Previous Studies

The expansion of Kidney Island was initially proposed in the early 1980s.
In 1983, the CENCE contracted a study to Dr. Kwang W. Lee, professor in the
Department of Civil Engineering at the University of Wisconsin at Milwaukee,
to estimate the impacts of the proposed expansion. In his study, Dr. Lee con-
cluded that the expansion had the potential to adversely impact water quality
conditions and, through changing sediment resuspension and deposition pat-
terns, create navigational hazards in certain areas of the lower bay. After a
preliminary review of the report, the CENCE requested that the U.S. Army
Engineer Waterways Experiment Station (WES) review Dr. Lee's study.

Several issues were raised by WES concerning the conclusions drawn by
Dr. Lee. First, the model was calibrated and validated with time-series studies
of measured water surface levels collected at two gauges. T"hese gauges were
located at the confluence of the East and Fox Rivers and at the Pulliam Power
Plant, which is situated at the Fox River mouth. A model calibrated solely
with water surface levels only assures that the model conserves mass and can
accurately reproduce wave propagation. It does not, however, ensure that the
model reproduces current patterns because the model can significantly over-
and underestimate water velocities while satisfactorily reproducing water
surface elevations. Since the model was tested solely with measured water
surface levels, and was tested against data collected at only on- site within the
bay proper, there is no assurance that the current patterns generated with the
model are accurate. Calibrating and validating the model with measured
velocities would ensure the accuracy of model-generated current patterns.

Second, model results presented by Dr. Lee were not sufficient to support
the conclusions discussed in his report. For example, Dr. Lee noted that
expanding the present CDF wi,1 result in increased flows entering Peats Lake
and thereby concludes that wat,:r quality and the nutrient budget in this region
will N-e aflected. However, no assessment is presented to quantify the change
in water volume being transported into Peats Lake. Furthermore, no qualita-
tive or quantitative assessment was made to estimate the change in nutrient or
contaminant loadings entering, or the change in water quality conditions within
this region. Concerning scdiment resuspension and deposition, no analysis was
presented to qualify or quantify changes in these processes other than noting
an increase in water velocities in some areas of the lower bay. Thus, the con-
clusions presented in Lee (1984) were based on conjecture is opposed to an
analysis of the modeling results.

3Chapter 1 Intraductir'n
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Figure 2. Green Bay existing and proposed CDF configuration

After reviewing the limitations of the original study, the CEN(E rejected
the findings presented in Lee (1984) an! requested that WES conduct a study
to estimate potential impacts on water quality conditions. The WES study is
documented in Swain and Bird (1987). Techniqucs used, along with data
required for model calibration and validation, were discussed with and
obtained from the Wisconsin Department of Natural Resources (WDNR).

During the initial certification process, the WDNR rcquested that the Corps
address their concern that the expansion would reduce mixing of the river and
bay waters at the river mouth, thereby decreasing the assimilative capacity of
waters, adversely impacting water quality conditions in this zone. While the

state initially requested that the Corps perform a water quality study focusing
on impacts of the proposed project on dissolved oxygen (DO) levels at the
mouth of the river, a compromise was reached whereby a combined hydrody-
namic and mass transport model to calculate circulation and mass transport in
the lower bay for both existing and proposed CDF configurations would suf-
fice. Instead of modeling DO, a conservative tracer was used to depict the
transport of pollutants through the river/bay system.

A series of dynamic steady-state scenarios (i.e., steady river flows and
seiches) were used to estimate the impact on water quality conditions. One
series of tests examined the distribution of Fox River discharge as it enters the
bay to quantify the percentage of discharge flowing into the eastern, central,
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and western regions of the lower bay. This test was designed to address the
conclusion presented in Lee (1984) that the CDF expansion would result in
greater river flows entering Peats Lake. Test results show an insignificant
change in river water transported into this region as a result of expanding
Kidney Island, thus refuting the claim made in Lee (1984).

A second series of tests examined the transport of a conservative substance
through the Fox River/lower Green Bay system. This series is composed of
three tests, each having a different flow rate specified at the DePere Dam
boundary. Average lake level, wind velocity, and seiche period and amplitude
were specified in each simulation. These tests were conducted where the
lower bay is represented by both the existing and proposed CDF configura-
tions. Flow field parameters were stored for subsequent input to the mass
transport model.

For each of the scenarios described above, the conservative substance (or
tracer) was added to the system either as an instantaneous or as a continuous
release. It was found that, for the instantaneous release tests, the CDF expan-
sion does not significantly affect the transport of material within the lower bay.
For the continuous release cases, very little difference in concentrations is
noted in the Fox River and in the navigation channel. An insignificant change
in concentration is found at locations west of the channel.

Upon the completion of this study, the CENCE submitted the model and its
results to the WDNR for their review. The WDNR performed a limited study
in estimating impacts on dissolved oxygen resulting from the CDF expansion.
Based on steady-state tracer concentrations supplied by WES, the WDNR
averaged the tracer concentrations within the east, north, west, and south
regions of the critical zone encompassing the Fox River mouth. Making sev-
eral assumptions in forming a relationship between the conservative tracer and
a biochemical-oxygen-demanding (BOD) substance, the WDNR estimated the
change in dissolved oxygen concentrations would be less than 0.04 mg/L.
Noting no appreciable change in dissolved oxygen, the WDNR concluded that
the expansion of Kidney Island would not result in a violation of the state's
dissolved oxygen standards.

In April 1987, the WDNR issued a Notice of Preliminary Determination of
Water Quality Certification to the CENCE. Following state statutes, the state
advertised their intention to issue a construction permit to the Corps of Engi-
neers for expanding Kidney Island.

The Wisconsin Department of Justice Public ••ervenors Office (PIO) took
exception to this action and acquired the assistance of Dr. Lee as their primary
technical expert to challenge the WES report. In a report sporsored by the
PlO, Dr. Lee provided a review and critique of the hydrodynamic and translorlt
modeling effort performed by WES. Criticisms expressed by Dr. Lee include:

a. The rectilinear grid, despite its high resolution, is incapable of resolv-
ing irregular landformis or features.
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b. The grid boundaries for the transport model are too close to the critical
zone, degrading modeling results.

c. Tracer concentrations specified at the boundaries, chosen because they
were representative of point source BOD distributions, provide a dis-
toned solution because the BOD distribution in the lower bay does not
resemble the single source conservative tracer distribution.

d. The transport model was not calibrated or validated, therefore, model
results are questionable.

e. Only a limited number of conditions were simulated, neglecting rea-
sonable ranges in conditions (e.g., variability in long-term lake levels).

Additional criticisms were made by Dr. Lee concerning the analysis proce-
dures used by the WDNR to assess DO impacts. First, averaging the tracer
concentrations within the critical zone limits the maximum DO impact. Sec-
ond, the analysis ignored ambient water quality conditions, or loadings pre-
sently in the water. Third, the logic of relating a non-conservative substance,
such as BOD, to a conservative substance is inaccurate. Dr. Lee concludes
that the model results are inadequate to conclude that the expansion will not
adversely impact waste-load allocation and other water quality concerns.

A hearing was held in January 1988 in which the state was the primary
respondent. Pre-hearing testimony was taken from Dr. TVee and two state offi-
cials, including Mr. Dale Patterson of the WDNR. At the subsequent hearing,
Dr. Lee and the two state officials presented the major testimony, essentially
repeating their pre-hearing information.

In August 1988, the hearing examiner, Mr. Patrick T. Currie, issued a Find-
ings of Facts which reversed the initial determination by the WDNR to grant a
water quality certification for the CDF expansion. This decision was reviewed
by the Secretary of the WDNR, Mr. Carroll D. Besadny. In February 1989,
the hearing examiner's decision was substantially amended. The key findings
contained in the Decision on the Petition for Review include:

Fact 26. "The analysis by the department, based on information supplied to
it by the Corps, inadequately evaluated the impacts on dissolved oxygen
caused by the redistribution of biochemical oxygen-demanding contaminants.
In the evaluation, results in the critical zone, which encompassed 16 RMA
nodes and 81 Corps nodes, were averaged to estimate the impact of the CDF
expansion. This averaging underestimates the maximum impact to DO. In
order to determine if the activity will cause a violation of the DO standard, it
is necessary to estimate the impact on the individual nodes rather than the
average impact within the critical zone.'

Fact 27. "There is not a reasonable assurance The activity will be conducled
in a manner which will not result in a violation of the 5 mg/L DO standard in
Green Bay, including the area known as Peals Lake. Consequently there is not
a reasonable assurance that the activity will be conducted in a manner which
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will not result in a violation of the water quality standard adopted under sec-
tion 144.025 (2)(b), Wis. Stats., as required by section MR 299.05(l)(b)3., Wis
Adm. Code."

Although the hearing examiner's decision was amended, the Secretary of
the WDNR, Mr. Besadny, upheld the decision to deny issuing the water qual-
ity certification for constructing the CDF expansion.

Scope of Work

In 1990, the CENCE requested that WES aid them in developing a study
approach that would successfully address the concerns and satisfy the require-
ments specified in the Besadny decision. A scope-of-work for a third study, to
be conducted by WES, was developed with input and cooperation provided by
the WDNR, PIO, and its chief expert witness, Dr. Lee.

The agreed scope of work consisted of three major tasks. The first task
involves developing a depth-integrated hydrodynamic model of lower Green
Bay. It was recognized by the participants in scoping this study that: i) the
lower bay is very shallow and is well mixed most of the time and the primary
hydrodynamic processes can be adequately described by a two-dimensional
model approach, and 2) no existing model could accurately depict every hydro-
dynamic and water quality process in this extremely complicated system. All
previous studies of the lower bay realized these facts and adopted a two-
dimensional model approach, including the study conducted by the State of
Wisconsin for developing waste-load allocation (Patterson 1984).

The hydrodynamic model selected by WES employs a boundary-fitted
computational grid for smoothly depicting irregular coastal landforms. This
feature addresses a concern of the previous WES study (i.e., Swain and Bird
1987) that a rectilinear grid is incapable of representing Kidney Island and
bathymetry gradients in shallower regions.

The second task is the development of a water quality model for directly
measuring potential impacts on DO concentrations. Water quality constituents
affecting DO concentrations are simulated via their kinetic processes. in addi-
tion to DO, modeled constituents include algae, labile and refractory carbona-
ceous BOD, temperature, nitrate-nitrogen, ammonium-nitrogen, total organic
nitrogen, total organic phosphorus, and orthophosphate-phosphorous. Further-
more, sediment oxygen demand is specified as a benthic boundary condition,
and reaeration is simulated using a wind-driven, gas transfer formulation.
There are also provisions for a conservative tracer.

The assessment of whether the proposed CDF expansion will adversely
impact water quality conditions will be made by comparing changes in DO
concentration patterns resulting from the expansion. Furthermore, water qual-
ity will be tested over a range of plausible hydrodynamic and hydrologic con-
ditions. For example, tests will be conducted using several river flows, seiche
conditions and lake levels, reflecting the historical range in levels for the lower

7
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bay. Also. the study will address water quality in the mid- to late-summer
time span, or when the water temperature is highest and the demand for DO is
at its greatest.

The third task involves estimating changes in sediment resuspension polen-
tial in the lower bay as a result of the proposed expansion. Nutrients and
toxins have an affinity for cohesive sediment, such as clays and silts, and can
he adsorbed by sediment particles. Furthermore, elevated polychlorobiphenyls
and heavy metal concentrations have been found in sediment cores collected in
the lower bay (Kennedy 1991). A potential increase in concentrations of these
materials in the water column could be induced by higher current velocities
and the associated resuspension of cohesive sediment which had adsorbed
these materials prior to deposition. A qualitative assessment is made by
determining those areas in the lower bay where the potential for sediment
resuspension will increase due to expanding Kidney Island. This qualitative
assessment focuses on delineating those areas that can be expected to experi-
ence an increase in bottom shear stress, the process controlling resuspension of
sediment.

A Technical Review Panel (TRP) was established as an advisory body to
provide expert review and guidance on model development and application as
well as to provide technical oversight for this study effort. The panel's charter
is presented in Appendix A. Prospective TRP members were nominated by
the CENCE, PIO, and WES. Qualifications for serving as a TRP member
include technical expertise in hydrodynamic and/or water quality modeling,
experience in performing modeling studies conducted in the Great Lakes and
familiarity with water quality problems associated with the Great Lakes.
Members serving on the TRP were: Dr. Keith W. Bedford, Ohio State Univer-
sity, Dr. David Lamn, Environment Canada: Dr. Kwang W. Lee, University of
Wisconsin-Milwaukee: Dr. Steven McCulcheon. U.S. Environmental Protection
Agency, and Mr. Dale Patterson, WDNR.

Serving in a technical advisory capacity, the TRP is to provide technical
oversight and guidance for this study effort. As such, the TRP operated and
made recommendations by consensus. However, recommendations made by
the TRP were not required to be unanimous.

The objective of this study is to assess potential impacts on water quality
conditions in lower Green Bay resulting from modified current patterns
induced by the CDF expansion. It is not the intent of the Corps that the model
documented in this report be perceived to support, supersede, or undermine the
waste-load allocation (WLA) model presently in use by the WDNR. The
"Corps" model was developed to simulate phenomena at different spatial and
temporal scales than those represented in the WLA model. Application of the
Corps model to investigate phenomena other than those for which it was devel-
oped may not be appropriate and is, therefore, not recommended.

8 Chapter 1 In~roduction



Organization of Report

This report is divided into nine chapters, with the first chapter being the
introduction. Chapter 2 provides an overview of the dominant hydrodynamic
and water quality processes of the lower bay, together with an analysis of pro-
totype data collected within the study area. The governing equations and
solution algorithm contained in the hydrodynamic model, and its implementa-
tion to lower Green Bay are discussed in Chapters 3 and 4, respectively.

The water quality model is described in Chapter 5, and its implementation
to the lower bay is described in Chapter 6. Chapter 7 contains a description
and analysis of the series of scenarios that were performed to assess the impact
of the expansion on the water quality in lower Green Bay. A qualitative
investigation of potential increases in sediment resuspension is presented in
Chapter 8. A summary of project tasks, together with the conclusions drawn
by WES from the modeling results, are presented in Chapter 9. Conclusions
presented in this chapter do not necessarily reflect those drawn by the TRP.

Chapter 1 Introduction 9



2 Field Data Acquisition

The basic purpose of the lower Green Bay study is to investigate potential
impacts on water quality resuiting from the expansion of the Kidney Island
CDF. Current patterns within the lower bay may be modified by expanding
the CDF, resulting in greater quantities of pollutants being transported into
areas that are relatively unaffected by the pollutants. Hydrodynamic, meteoro-
logic, and water quality data are required for calibrating and validating the
numerical models used for simulating the hydrodynamic and water quality
processes occurring in lower Green Bay. The following description contains a
summary of measured field data provided for use in this study.

This discussion is organized in the following format. First, an overview of
the hydrodynamic and meteorological processes that affect current patterns in
the lower bay is presented. Second, measured hydrodynamic and meteorologi-
cal data sets are discussed from the standpoint of the time periods for which
these data are available and synopticity of the data. Third, water-quality data
are discussed.

Overview of Hydrodynamic and Meteorological
Processes

From a hydrodynamlic standpoint, processes influencing the current patterns
and transport of pollutanis within the lower bay, should the CDF be expanded,
include: long-term lake water level fluctuations; liver discharges: seiche
action, and wind speeds and directions. A brief summary is presented for each
of the above factors. Figure 3 illustrates the study area and shows the loca-
tions of various water surface level gauges and current meters where data arc
available for calibrating and verifying the hydrodynamnic model.

Lake water levei

Green Bay watcr levels arc dependent on annual and seasonal variations in
precipitation within (ie Lake Michigan/Lake Hturon drainage basin and also on
Ihe regulated discharge exiting Lake Superior. Concerning seasonal variations.

10 Chapter 2 Field Data Acqusi;tion
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Figure 3. Locations of water surface gauges and current meters

water levels are generally lowest in mid-winter and continually rise during the
first half of a year, reaching peak water levels in early to midsummer. There-
after, these levels decrease until minimum levels are again experienced during
the winter, completing the seasonal cycle. Monthly average water levels col-
lected at Green Bay for May through August of years 1953 through 1980 are
presented in Table 1. The monthly average water levels for these months
ranged from 578.6 ft IGLD to 578.9 ft IGLD. The highest monthly average
water level for this period occurred in June 1974 at a level of 581.1 ft IGLD.
whereas the minimum average water level was experienced in May 1964 at a
level of 575.9 ft IGLD. Thus, over this 28-year period, average summertime
water levels varied over a range of 5 ft. Furthermore, Patterson (1984) noted
that this 5-ft range in water levels is equivalent to 25 percent of the lower
bay's total waler volume.

For the years 1982 through 1984, monthly average water levels are pre-
sented in Table 2, For 1983 and 1984, water levels experienced during the
summer months were approximately 1 ft greater than the average water levels
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Table 1

Monthly Average Water Elevations for the Period 1953-1980

Monthly Average Water Elevation

Mean Highest Lowest
Month (ft IGLD) (ft IGLO) (ft IGLD)

May 578.63 580.67 575.86

June 578.79 581.12 575.92

July 578,94 581.08 576.0

August 578.88 580.96 575.95

Table 2
Monthly Average Water Elevations for the Years 1982-1984

Monthly Average Water Elevation

Year 1982 Year 1983 Year 1984
Month (ft IGLD) (ft IGLO) (ft IGLD)

May 578.96 579.90 57937

June 57900 58v 17 580.11

July 579.03 580.08 580.18

August 578.99 580.02 580.20

recorded from 1953 through 1980. However, the gauging station was relocatcd
in 1980, which may affect the measured water levels.

River Inflow

The Fox River is the largest river draining into the lower bay. The East
River, the second largest river in the area, joins the Fox River in the City of
Green Bay, WI. East River flow rates are approximately 5 percent of the flow
measured in the Fox River (Patterson 1984).

Because the U.S. Geological Survey (USGS) does not maintain gaging sta-
tions within the modeling area. it was necessary to substitute flow rates mea-
sured at other USOS gauging stations. For the Fox River, flow rates measured
at Rapid Croche Dan are substituted for those imposed at the DePere Dam
boundary. No adjustments were made to the discharge data to account for
increased flows from the additional drainage area. Because Rapid Croche Dam
is located approximately 9 miles upstream of DePere Dam, it wa• fell that
additional flow volume would be negligible to the total flow volume discharg-
ing from Rapid Croche Dam.
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Flows collected on the Kewaunee River were substituted for those on the
East River. Kewaunee River is located to the east of the lower bay and
discharges into Lake Michigan. Because both rivers are within the vicinity of
lower Green Bay, the drainage basin response to storms for these rivers should
be temporally similar. However, flow rates assigned to East River were
adjusted to account for the spatial differences in drainage areas between the
Kewaunee and East River basins. (The East River basin is approximately one-
fourth the size of the Kewaunee River basin.)

Selche activity

Seiche oscillation periods and nodal positions for Lake Michigan and Green
Bay are discussed in Mortimer and Fee (1976) and Rao, Mortimer, and
Schwab (1976). Dominant lake modes affecting the hydrodynamics in lower
Green Bay have periods of 9.0, 3.7, and 2.2 hr, which represent modes 1. 3,
and 5, respectively.

Green Bay is also affected by inter-lake oscillations occurring between
Lakes Michigan and Huron. This oscillation mode has a period of approxi-
mately 12 hr. Because semidiumal tidal effects have approximately the same
period, tidal effects can increase seiche amplitudes if the seiche is in phase
with the tidal oscillations. Green Bay experiences a maximum tidal range of
10 cm.

Seiche amplitudes were not discussed by Mortimer. However, Patterson
(1984) estimated a mean seiche range of 0.60 ft for May and June, and a mean
of 0.46 for July and August. For September and October, the mean seiche
range is 0.64 ft.

Wind speeds and directions

Strong wind events associated with the passage of cold fronts through the
Great Lakes region occur approximately every 5 to 7 days during the fall and
spring, and 7 to 10 days during the summer. Durations for other localized
events, such as thunderstorms, usually range from 3-6 hr, depending on the
intensity of a particular weather front.

Weather data were obtained from the U.S. Air Force Environmental Techni-
cal Applications Center, Scott Air Force Base, Illinois, which maintains a
database of meteorological data. Specifically, data obtained include synoptic
wind speeds and directions measured at the Green Bay Municipal Airport.
These data were recorded at hourly intervals.

Based on an analysis of 1982 weather data, Patterson (1984) found that the
mean wind speed for July through August was estimated at 6.4 knots, whereas
a mean speed of 7.6 knots was estimated for September through October. For
the years 1982 through 1984, average wind speeds and directions were ana-
lyzed for the combined months of June, July, and August. Average wind
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speeds for eight compass directions are presented in Table 3. Wind directions
presented in this table denote the direction from which the winds are coming.

Table 3
Average Wind Speeds and Dominant Wind Directions for Years
1982 through 1984
Compass Average Wind Maximum Wind

Direction Velocity (m/sec) Velocity (mfSec) Frequency (percent)

North 34 9.3 8.1

Northeast 4,0 11.8 10.8

East 3.4 8.7 8.2

Southeast 3.6 15 S9 7.6

South 4-1 11.3 17.5

Southwest 4.3 12.9 17.3

West 4.1 11.8 14.9

Northwest 3-8 12.3 8.7

Light or variable winds, though not noted in the table, represent conditions
having a frequency of 6.9 percent.

Wind directions experienced at the Green Bay Airport are primarily from
the south, southwest, and west directions; winds from these directions have a
combined frequency of 50 percent. Note that winds used in this analysis were
recorded at Green Bay Airport. Because the distance from the airport to the
bay is 6 miles, wind speeds and directions recorded at the airport may vary
from those experienced on the bay.

Review of Physical Data

Wind speeds and directions

Meteorological data for Austin Straubel Field (Green Bay Airport) were
obtained for the years 1949 through 1987. Austin Straubel Field is located at
the edge of metropolitan Green Bay, approximately 6 miles south-southwest of
the Kidney Island CDF. From the hourly data for this station, daily averages
tfor cloud cover, dry air temperature, dew-point temperature, barometric pres-
sure, wind speed, and wet bulb temperature have been calculated and stored in
data files for further use. Hourly wind direction data for this station have also
been received.

Additional meteorological data for the years 1986 through 1988 have been
obtained from the Green Bay Metropolitan Sewer District. A meteorological
station is located on the grounds of the wastewaier treatment plant. These data
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include wind speed and direction, dry and wet bulb temperatures, and rainfall.

River discharge

As previously stated, the USGS does not maintain a gauge within the East
River basin, and on the Fox River the gauge nearest to the study area is
located at Rapid Croche Dam, approximately 9 miles upstream of DePere
Dam. Patterson substituted Kewaunee River flows for East River flows in his
study. Kewaunee River flows were adjusted to account for differences in basin
areas. The USGS maintains a database containing daily-average discharges for
all gauges in the United States. This database was obLtined, and contains
Kewaunee River flow rates for the years 1980 through 1990.

Current velocity

Synoptic current speed and direction data were obtained for five current
stations located in lower Green Bay. These data were obtained from the
WDNR. These data were recorded at 10-min intervals over the period from
15 June 1984 through 31 August 1984. Figure 4 illustrates the time span over
which these data are available.

Of the five meters deployed during June 1984, only three were in continu-
ous operation throughout this month: the north central, northeast, and south-
east meters. The Dead Horse Bay meter was in operation from 15 June
through 27 June. No additional data were collected during the rest of the
deployment period. The central channel meter began operation on 29 June and
remained in operation for the rest of the month.

For July, the Dead Horse Bay current meter was not recording over the
entire month and three other meters were malfunctioning during parts of this
period. All water speeds and directions contained in the Dead Horse Bay
current meter data set were equal to zero. Current nieters which malfunctioned
during July are the northeast, central channel. and southeast meters. In all
cases, water directions remained constant, but speeds did fluctuate. The north-
east meter appears to have been fixed and functioning properly on 26 July.
The southeast meter was malfunctioning for the eittire month, whereas the
central channel meter did not collect data on 26 July or the period from
29 July through 31 July.

Three meters were operating in August 1984. Of these three, only the
northeast meter was functioning for the entire month. The north central meter
ceased operating 9 August, whereas the southeast meter began operating on
9 August and remained operational for the rest of the month.

Current data were recorded with Endec; 174 shallow-water meters. When
new, these meters have a manufacturer-defined speed threshold of 2.57 cm/s.
This type of meter employs an impeller that retates due to current flows.
Velocity measurements are computed by counting the numbetr of impeller
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Meter Location June 1984
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July 1984
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August 1984
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Dead Horse Bay

Figure 4. Time period of current meter measurements

revolutions completed over a user-defined time period. The period at which
these meters recorded this information was 10 min. Furthermore, thes meters
were deployed at approximately mid-depth, which was I m below the water
surface for those stations situated in shallower water.1

I Personal Communication, August 1991, Dr. Kwang Lee, Professor, Department of Civil
Engineering, Uniw'rsity of Wisconsin. Milwaukee, WI.
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Water surface level

Time series of water surface levels have been obtained from five gauging
stations operating in lower Green Bay during the 1980s. Of those five gauges,
only the National Oceanic and Atmospheric Administration's (NOAA's)
Pulliam Power Plant gauging station, located at the mouth of the Fox River, i:
a permanent gauge. Three temporary gauges, maintained by the USGS. were
placed at the Angle Light station, Chicago and Northwestern (C&NW) kail-
road bridge (located at the southern limit of thu City of Green Bay), and at
DePere Dam. The fifth gauge was operated by the Green Bay Metropwiitan
Sewerage District (GBMSD) and was located in the vicinity of the Amoco
storage facility.

The temporary C&NW bridge and DePere gauges located on the Fox River
were in operation during the summers of 1982 and 1983. The Angle Light
gauging station was operated during the summers of 1982 through 1984. The
time periods over which these gauges were in operation are summarized in
Table 4. As part of the Green Bay Mass Balance Study, the GBMSD
collected water levels at Angle Light during 1986 and at the Amoco facility,
located midway between the Fox River mouth and the contluence of the East
and Fox Rivers, from 1987 through 1990.

Table 4
Operation Periods of Temporary USGS Water Surface Elevation
Gauges for Years 1982 through 1986

Gauga S!ttion Yea, Beginning Month Ending Month

Angle Light 1982 June September

1983 June November

1984 Aune October

1986 May October

C&NW Bridge 1982 May October

I t83 June October

DePere Dam 1982 May November

1983 June October

Review of Water Quality Data

Water quality data were obtained from Mr. Dale Patlerson, WDNR. These
data were used by the WDNR in developing a waste-load allocation model of'
the lower Green Bay/Fox River system (Patterson 1985). Additional data were
obtained from other investigators for various projects during the same time
frame. The data ,ollected by WDNR were also rctrieved as part of a STORET
database.
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Two types of water quality data were collected by the WDNR and other
investigators during this period. Grab samples were collected at various
locations in the lower Fox River and lower Green Bay. The dates and type of
data collected during midsummer 1983 are indicated in Tables 5 and 6. The
second type of data consisted of continuous monitoring of dissolved oxygen

Table 5
Sampling Dates and Parameters for WDNR Synoptic Surveys, July-August
1983 (WDNR 1985)1

Parameter Sampled

Date DO Tmp ITKN M-4 W 03 TPI DP Chl-. Selhe pSS[cIpH

7-21-83 x x x x x x x x x x x

7-28-83 x x x x x x x x x x x

8-1-83 x x x x x x x x x x X

8-16-83 x x x x x x x x x Y x

8-23-83 x x x x x x x x X x x x

8-31-83 x x x x x x x x x X X

On 7-21-83, these samples were collected at staions located on the bay only.

Table 6
Sampling Dates and Parameters for Green Bay Metropolitan Sewerage District
and University of Wisconsin, Green Bay, July - August 1983 (WDNR 1985)

Paramter Sampled

Dale DO Temp TKN NH$ NO3[TP DP Ch I 96kho VS8 a pH
7-1-83 x x x x x X

7-6-83 X X X x X x

7-8-83 x X x

7-12-83 x x x x x x X

7-14-83 x x x X X X

7-19-83 x X x

7-20-83 x x x x x

8-9-83 x x x

8-15-83 x x X

8-17-83 x x x

8-23-83 x x x
8-25-83 

x 
x 

x
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and temperature probes operated by GBMSD. These were located along the
Fox River and on Kidney Island, Grassy Island, and Angle Light.

Grab sample data during 1983 were collected by the WDNR and GBMSD -
University of Wisconsin, Green Bay (UWGB). These data are reported in
Appendix 2 of the WDNR waste-load allocation report (Patterson 1985).
Many of the data contained in Appendix 2 of the WDNR report were also
retrieved during a STORET database search. The locations of these stations in
relation to the water quality model grid were established using the maps con-
tained in that report and the results of the STORET data search (Figures 5
and 6).

Of the continuous monitoring stations operated by GBMSD, eight were
"operational" during the summer of 1983. This does not imply that they were
actively recording data but that they were in place. The locations of these sta-
tions are shown in Figure 7. One station located at the Proctor and Gamble
intake pipe was not used for comparisons due to temperature differences
between the water in the pipe and the river. Patterson (1985) attributed this to
heating occurring in the buried pipe. Only the station at Depere Dam had a
continuous record of data over the calibration period. The records for the
Main Street Bridge monitoring station and the Schmidt Dock station are nearly
complete during the calibration period. These stations are missing data during
only a few short periods. The stations at the C&NW bridge and Angle Light
are missing data over large portions of the calibration period.

No data were collected at the Grassy Island station during the calibration
period. Several data gaps occurred at the Kidney Island monitoring station
during the calibration period. Patterson rated each of the monitoring stations
based upon the perceived quality of the data as indicated by calibration logs
and monitor reliability. A summary of his ratings of the continuous monitor-
ing stations is provided in Table 7.

Hourly temperature and DO data from automated monitoring stations
located in the Fox River and lower Green Bay were obtained for a portion of
the year 1983. Nine stations were located in this region, four of which sam-
pled both the surface and bottom waters. The station with the most complete
record is the WDNR sampling station downstream of DePere Dam, with
hourly values reported from May I through October 31. 1983. Only a few
days within this period at this station did not have any observations. Records
for the other stations during this time are not as complete.

Meteorological data for Austin Straubel Field (Green Bay Airport) for the
period of record, 1949 through 1987, were obtained from the U.S. Air Force
Environmental lechnical Applications Center, Scott Air Force Base, Illinois-
Austin Straubel Field is located slightly over 6 miles southwest of the Fox
River mouth and Kidney Island CDF. Hourly data from the airport were used
to compute daily average values of cloud cover, (dry and wet bulb tempera-
tures, dew-point temperatures, and barometric pressure. This infomation was
used to generate average daily solar radiation for the calibration period and Ihe
scenario runs.
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Data on point source loads for the eight dischargers along the lower Fox
River for the calibration period were provided by WDNR. These data were in
the form of input decks to the model used by them for their wasteload alloca-
tion study. For the calibration period the loadings were generated by WDNR
from information contained in Discharger Monitoring Reports (WDNR 1986).
The location of the point source dischargers was determined from maps in the
WDNR waste-load allocation report and data obtained from the STORET
retrieval.

Permit loads were used for the point source loads during the scenario runs.
These loads were generated using information contained in the WDNR report.
Permit 1oadins are a luncuon of the Fox River flow at Rapid Croche Dam.
These flows were obtained from a USGS database contained on a compact
disk.
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3 Description of the
Hydrodynamic Model

The numerical hydrodynamic model CH3D (Curvilinear Hydrodynamics in
Three Dimensions) was selected for providing detailed hydrodynamic flow
field information for input to the water quality model. The basic model was
developed by Sheng (1986) but was extensively modified in its application to
the Chesapeake Bay Study (Johnson et al. 1991). These modifications include
implementing different basic numerical formulations of the governing equa-
tions as well as substantial recoding of the model to provide more efficient
computing. Physical processes impacting circulation which are modeled
include seiche, wind and river inflow, and the effect of the earth's rotation
(i.e., Coriolis effect).

This model possesses the ability to define a basin in a boundary-fitted
coordinate system, allowing grid coordinate lines to conform with irregular
coastal features, such as a shoreline or navigation channel. The solution algo-
rithm employs an external-internal mode-splitting technique. In the external
mode, finite difference approximations of the vertically integrated Navier-
Stokes equations are solved, yielding water surface elevations and depth-
averaged x- and y-direction unit flow rates. This information is then processed
in the internal mode to determine the x-, y-, and z-direction velocity distribu-
tions through the water column. Because the lower Green Bay model is
applied in a two-dimensional, depth-averaged (i.e., external) mode, the internal
mode is not discussed in this chapter.

Governing Equations

The hydrodynamic equations used in CH3D arc derived from the classical
Navier-Stokes equations formulated in a Cartesian coordinate system
(Figure 8a). Assuming that the vertical water accelerations arc small in com-
parison with the gravitational acceleration (i.e., hydrostatic pressure conditions
exist), and that the fluid is homogeneous and incompressible, the depth-
averaged approximation yields the following in-plan, two-dimensional forn of
the governing equations:
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where

x, y, t independent space and time variables

S = water surface displacement measured relative to an arbitrary
datum

h = static water depth measured from the same datum

H = total water depth (h+S)

U, V = unit flow rate components in the x- and y-directions,

respectively

TBx,•By = bottom shear stress in the x- and y-directions, respectively

f = Coriolis parameter

AH = generalized dispersion coefficient

g = gravitational acceleration

yA, ¾.y = surface shear stress in the x- and y-directions, respectively

p = water density (assumed to be constant)
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Bottom shear stress formulation

The CH3D model uses the following quadratic expression to represent the
bottom shear stress in the x-momentum equation:

tB C2H2

where

g = graviy tional acceleration

Cz = Chezy's resistance factor

H = water depth

U, V = unit flow rate components in the x- and y-directions, respectively

A similar expression is used for lBy in the y-momentum equation.

Rather than specifying the Chezy resistance factor, Manning's n, which is
independent of depth, is input to the model. These coefficients are related
through the following equation:

z=H 1/6

Furthermore, CI-13D has an option for defining Manning's n as a function of
depth and can be used to specify changes in bottom roughness at different
water depths.

Surface shear stress formulation

The surface shear stress r, is formulated as:

S = pa CDoWIW

where Pa is the air density, W is the wind velocity, and CD is a dimensionless
wind drag coefficient. CH3D uscs lhe wind drag formulation presented in
Garratu (1977):

) (0.75 + 0.067(o)

6 C r 3 D1 (X )
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where co is the resultant wind speed. This formulation requires wind speeds
specified in units of meters per second. Furthermore, an upper limit of
3.0x10-3 is specified for this coefficient. Thus, for wind speeds greater than
65 knots, a constant drag coefficient is applied.

Coriolis effect

Although it is not a true force, the Coriolis effect accounts for the apparent
deflection in a fluid's trajectory that is induced by the rotation of the earth.
The Coriolis parameterf is expressed as:

f = 2vsinX

where v is the angular speed of the earth's rotation (7.292 x 10-5 rad/sec) and
X is the latitude of the study area.

Transformation of Governing Equations

The governing equations contained in CH3D were developed in a non-
orthogonal curvilinear coordinate system. This system, however, necessitates
the transformation of the governing equations into a non-orthogonal curvilinear
or boundary-fitted coordinate system (4,r1). Both independent (e.g., x, y) and
dependent variables (e.g., U, V) in the governing equations are transformed
into the (,it) curvilinear system. Furthermore, CH3D employs contravariant
components, as opposed to covariant components, in the transformation of the
governing equations. Thus, velocities are oefined perpendicular to a cell face,
as opposed to parallel to a cell face.

The flow rate components in physical space. (i.e.,. U(i) and V(j)) are
related to the contravariant components (i.e., U' , V1 , UJ , Vi) by the follow-
ing equations:

U(i) = ui +912 vi

g~) 21 U j + 922 V jV(j) =f.hu +7

where:
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or

11' 912]

g 2I 1 22J

and g I is the deterninant of the metric tensor gij:

1g9 = 911g22 - g12921

Whereas scalar quantities in the physical plane are identical to themselves in
The transibnmed plane. all spatial derivatives containing these terms must be
transformed. The surface slope terms are transformed as follows:

aS 9 as + 2 aS

aS ' as 22 aS

where gki are inverse metric tensor components:

2 2I
V+ +-Vg[gI2gl

or
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The transforned governing equations developed by Sheng (1986) are as
follows:

&-Mornentuni

"A' + Inertia + gH I + 1 a77 +g 7 "FT (4)
g12 - go'l = t

fl-Monientuni

g(glIU2 + 2g 12 UV ++ _____________U + Diffusion * =-0

C2H2

(C 2  ~ H2
V + Inertia* + gH ~21 a , +2s

77 ( -7 v -F,

(g U2  PJ

(g] I1U 2 + 2gI"2UV + 922V 2 )1/2

+ 9g 2 2  V + Diffusion * = 0
-, 9

CH-

Continuity

as_ + I a(1ifu) + I (6)gjvat Igs ,• 17 19'7 .

where
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U,V = contravariant unit flow rate components in the transformed

plane (superscripts have been dropped for convenience)

g'j = inverse metric tensor cvmponents

gij = metric tensor components

g, = determinant orthe metric tensor, g , at an S-point

q,ý = determinant of the metric tensor. I g I , at a U-face

gv = determinant of the metri. tensor. I g , at a V-face

U = average x-direction unit flow rate at a V-face

V = average y-direction unit flow rate at a U-face

The inertial and diffusion terms in contravariant coordinates are quite lengthy
and thus are omitted in this report. However, these terms are presented in
Johnson cl al. (1991).

Non-Dimensionalization of Governing Equations

The dimensionless forms of the governing equations are used to facilitate
relative magnitude comparisons of the various terms in the governing equations
and to minimize the effects of round-off errors during computations. The
following dimensionless variables are used:

(* v, ) (u. I, WXr/Zr)/Ur

(x, * ") (x, Y Xr/Zr)IXr

.* * = H,~ '
(1:A., "1) (r 1'jZ-U

S -gStfl/,Xr S/S,.

All - AIi/Alir

KII ý Kii/KIIr
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These definitions yield the following dimensionless parameters in tWe govern-
ing equations:

Vertical Prandtl (Schmidt) Number: Pr, - A,1K,

Froude Number: F U/

Rossby Number: RO U /fX

Densimetric Froude Number: Fr. FIV/F

(p, - Po)/P 0

where

Ur, Pr, Xr, Z,, A,, , and Kw are arbitrary reference values of the
velocity, density, length, depth, dispersion, and diffusion.

Using the dimensionless variables (asterisks have been dropped) and the
parameters previously defined, the vertically integratcd equations constituting
the external mode are:

as (au 4  av 01  (7)

au Has T"-7 R (U + _a --o u
U -H+ E 1,... b) ++V (8)

x a - ±(A 1 7 ,-

where

= gZr/fX2 -= (RJFr)2 - R, H2 ap
C e• 2
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I Finite Difference Approximations of Governing
Equations

The finite difference approximations to the governing equations are based
on a Eulerian system where the velocities and water surface fluctuations are
computed at discrete locations within thc flow field. A network of grid cells is
used to define the parameter locations. A representative grid cell in computa-
tional space (•,ri) is shown in Figure 8b. In this staggered grid, the water
surface fluctuation is defined at the cell center (i, j), •-direction unit flow
rates (U) are defined at the "west" (i, j) and "east" (i+1I, j) cell faces, and
the 'direction unit flow rates (V) are computed at the "south" (i, () and

"north" (i, 1+1) cell faces. The finite difference approximations of the gov-
erning equations follow. Note that the continuity equation is split into two
parts. The sum of these equations is the original continuity equation.

.&Momentum

+E a+ + OHgi))' + a,At ['7 TX 7

(l-O)Hgll ~R SH' - Dp ÷Hl

I r 2 2 F



- v -22 + O(FRIC)U, + (0-O)(FRIC)UA ÷ = 0

where

n = previous time level
* = intermediate time level

n+ 1 = solve for this time level
0 - weighting factor between successive time levels
I = inertia
D = dispersion

and

ii-Momentum

, -V + jl.n + OHg 21[S" 24i-112 S-11j-112+n4I I

At V I

- ~a,/s,; 0 Si_, g =11)

OHg 2 J + (1 -O)Hg 2  ASj n i + . U1

g12 V. - ton + O(FRIC)V,7' + (1-O)(FRIC)V," + D,- 0

,-Continuity
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The computational procedure used in CH3D is based on an Alternating
Direction Implicit scheme (Roache 1976). Using this method, the ý- and
"TI-momentum equations are solved separately, and each calculation in time is
made in two stages. In the first stage, the t-continuity and a-momentum equa-
tions are solved along each row of the grid to progress from time level n to
an intermediate time level *. The t-direction unit flow rate components and
water surface fluctuations are solved implicitly, and the TI-direction unit flow
rate components are supplied from time level n. The t-direction unit flow
rates from this step represent those at time level n+ 1 , whereas the water
surface fluctuations are only an approximation to those at time level n+ 1
The ril-direction unit flow rate components remain at time level n. In the
second stage, the ri-continuity and il-momentum equations are solved along
each column for the rl-direction unit flow rates and the water surface fluctua-
tions at time level n+l . t-direction unit flow rate components are supplied
from the first-stage calculations.

As shown in the finite difference approximations to the governing equa-
tions, a weighting factor 0 is used to place the water surface slope and bot-
tom friction terms between time levels n and n+l . When the weighting
factor equals 0.0, these terms are evaluated at the previous time level n
(explicit treatment), whereas when the weighting factor equals 1.0, they are
evaluated at the new time level n+l (implicit treatment). Usually a value
between 0.0 and 1.0 is used.
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4 Implementation of the
Hydrodynamic Model

Implementation of the hydrodynamic model is described in several sections.
First, a discussion of the numerical grid is given, which describes its develop-
ment and the bathymetry used in depicting the lower bay. Second, model
calibration is discussed. This section includes an overview of the boundary-
forcing conditions, a qualitative description of the events occurring during this
period, a discussion of the calibration procedure, followed by an analysis of
the model results. Third, the validation procedure is presented and is given in
a format similar to the calibration procedure: a qualitative description of the
events is discussed, and is followed by the presentation of the validation
results. Fourth, an assessment of overall model performance is presented
together with a diagnostic analysis of model calibration and validation results.
Fifth, a discussion of wind drag coefficients is presented.

Numerical Grid Development

The lower Green Bay grid was constructed using a non-orthogonal grid
system, permitting coordinate lines to smoothly follow the irregular landforms
in the study area, including the shoreline, Kidney Island, and Long Tail Point.
as well as the navigation channel. Presented in Figure 9, overall grid dimen-
sions were 93 by 79 cells. Within the bay proper, the grid measured 41 by 79
cells. The grid's finest resolution was placed at the confluence of the Fox
River and the bay. Cells in this area measured approximately 75 ft by 125 ft
in the east-west and north-south directions, respectively. The coarsest grid
resolution was placed at the northwest comer of the grid where cells measured
approximately 1,550 ft by 2,700 ft.

As per the recommendations made by the TRP, a second grid was con-
structed for investigating the sensitivity of model results to the grid aspect ratio
of cells in the northern section of the original (coarse) grid. Compared with
the original grid, the second was constructed by doubling the number of cells
in the north-south direction from the grid's northern edge to approximately
Grassy Island (Figure 10). Cell resolution was also doubled in the east-west
direction from the grid's eastern edge to Kidney Island. As a consequence of
doubling the resolution in both the north-south and east-west directions, the
northeast section of the grid has four times the resolution of the original grid.
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Figure 9. Coarse-resolution numerical grid

For areas south of Grassy Island and west of Kidney Island, grid resolution
was unchanged.

The second, or fine resolution, grid was constructed with an overall dimen-
sion of 109 by 87 cells. Within the lower bay, omitting the Fox and East
Rivers, the second grid measured 57 by 87 cells. At the northern grid
boundary, cell widths in the north-south directions were approximately
1.100 ft, whereas in the east-west direction, cell widths ranged from 100 ft in
the vicinity of the channel to 2,600 ft at the grid's western edge. The grid's
finest resolution was placed at the Fox River mouth. Cell resolution in this
area remained unchanged.

Lower Green Bay contains several areas that can become exposed during
periods of lower lake levels or during extreme seiche action. These areas,
delineated by Pattersoni and presented in Figure 11, include: Frying Pan
Shoals, Grassy and Cat Islands, Peats Lake, and Dead Horse Bay. Areas
denoted by solid black in this figure represent islands that are always exposed,
regardless of changing lake levels. Areas designated with a double cross-
hatch, such as portions of Grassy Island, become exposed when lake levels are

I Personal correspondence, 12 April 199) D. Patterson, Wisconsin Department of Natural

Resources, Madison, WI.
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Figure 10. Fine-resolution numerical grid
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Figure 11. Location of shallow-water areas in lower Green Bay
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below 578.5 ft IGLD. Sites denoted with a single crosshatch represent loca-
tions having elevations that are approximately 1 ft below the low water datum
of 576.8 ft IGLD.

Grid sensitivity tests

Two sets of tests were performed for investigating the model's sensitivity to
specification of bathymetry. These tests were performed using the coarse
numerical grid, together with the original depth data set (denoted as "old
depths" in the comparisons) and with the modified depth data set containing
the information provided by Patterson (denoted as "new depths" in the compar-
isons). It is important to note that these tests were conducted with an
uncalibrated model.

The first set of comparisons, referred to as Case A, represent flow field
conditions in the lower bay during a calm wind event. These tests began at
2200 on 27 July 1982 and concluded 24 hr later at 2200 on 28 July. A 60-sec
time-step was used in this simulation. A flow rate of 3,000 cfs is specified for
the Fox River at the DePere Dam boundary, whereas a zero flow condition is
specified at the upstream boundary of the East River. The open water bound-
ary was driven with a time series of water surface fluctuations recorded at the
Angle Light gauging station. This information was obtained from Lee (1984)
and was supplied to the model in 1-hr increments. Wind speeds and directions
were supplied from vector plots contained in Lee and represent hourly aver-
aged data; however, these data were supplied to the model every 2 hr.

The second set of comparisons, referred to as Case B, represent conditions
in the lower Green Bay during an extreme wind/seiche event where the pre-
dominant wind direction is from the north-northeast, or along the Bay's longi-
tudinal axis. This comparison replicates the period from 26 June 1983 at 2300
through 27 June at 2300. Total simulation time was 24 hr and a 60-sec time-
step was used in each simulation. Similar procedures were used in Case B
tests as those described for Case A. The open-water boundary was driven with
water surface fluctuations recorded at Angle Light gauging station. These data
were obtained from the Lee report. Wind speeds and directions were specified
hourly. A zero flow condition was specified at the upstream boundary of the
East River, whereas a flow rate of 3,000 cfs was specified at the Fox River
boundary.

For Cases A and B, comparisons are made at 15 numerical gauges. Loca-
tions for gauges I through 12 are presented in Figure 12. The remaining three
giuges are located at the outer open water boundary, Fox River mouth and
DePere Dam. Plots displaying time-series of water surface fluctuations
together with water velocity magnitudes and directions are contained in
Volume 2 of this report. Water velocity directions are defined with the
standard oceanographic convention: an angle equal to zero defines water flow-
ing from south to north, and angles increase in the clockwise direction. For
both Cases A and B, modifications to the bathymetry had a negligible effect
on the predicted water surface levels, except at the DePerc Dam gauge. The
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Figure 12. Location of gauges in sensitivity tests

differences in water levels computed at the dam are attributed to modifications
of depths in the lower bay and also to modifying the depths of cells adjacent
to the channel in the upper reach of the lower Fox River.

Modification of water depths had a greater impact on water velocities than
on the water surface levels. The greatest change in velocities occurred in the
vicinity of Kidney Island, numerical gauges 2 and 3, and at the mouth of the
Fox River. Velocities computed at these gauges are presented in Figures 13
and 14. It is in these areas that depths were changed the most. Behind
Kidney Island, for example, water velocities were approximately 40 percent
greater with the modified depths as opposed to the original depths. The origi-
nal data set contained water depths of approximately 7 ft, whereas in the modi-
fied data set, these depths averaged 4 ft. Thus, the cross-sectional area of the
channel running behind Kidney Island had been reduced by approximately
40 percent, which is consistent with the increase in velocities computed with
the modified depths.

Modified depths also had a pronounced effect on water velocities computed
at the Fox River mouth. Water depths adjacent to the shipping channel in the
vicinity of the mouth were changed from 7 ft to 4 ft. Furthermore, depths
assigned to cells along the shoreline were also reduced from 7 ft to 4 ft.
(Water depths assigned to cells composing the channel were unchanged.) As a
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EFFECTS OF WRTER OEPTHS: CASE A
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Figure 13. Comparison of water velocities at gauge 2 in depth sensitivity test

result of changing these depths, peak water velocities predicted with the modi-
fied depths were as mi, -h as 5 cm/sec greater (or 17 percent) than those pre-
dicted with the original depths.

Case B, numerical gauge 7, located between Frying Pan Shoals and Grassy
Island, also experienced a significant increase in water velocities (Figure 15).
These differences approached 7 cm/sec, doubling those velocities computed
with the original depth data set. Depths in this area were modified signifi-
cantly from those presented at the second Technical Review meeting. Further-
more, Frying Pan Shoals and Grassy Island, originally depicted as islands in
the original depth data set, were simulated with cells having water depths of
2 ft in the modified data set. Velocity directions were also affected by modi-
fying the depths. During periods of receding water levels, with the circulation
at this gauge in roughly the eastern direction, these differences approached
approximately 15 deg. The modified depths result in a heading of northeast as
opposed to east-northeast. However, the greatest differences in directions
occurred during periods when the velocity at this gauge approached zero, and
are, therefore. subjected to a greater degree of round-off error in the model.
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EFFECTS OF WATER OEPTHS: CASE A
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Figure 14. Comparison of water velocities at gauge 3 in depth sensitivity test

Similar deviations in velocity direction were also found at gauge 8, which
is located within Dead Horse Bay (Figure 16). During periods of rising water
levels, currents predicted with the modified depths had headings of west as
opposed to northwest for the simulation using the original depths. Again, the
greatest difference occurred during periods when the velocity at this gauge
approached zero.

Cases A and B were repeated for purposes of comparing model results
produced using the coarse- and fine-resolution grids. Each grid depicts the
existing Kidney Island configuration and water depths have been updated to
incorporate those suggestions made by Patterson. Furthermore, comparisons of
water surface level fluctuations and water velocities and directions are made at
the same 15 gauge locations as those presented in the water depth sensitivity
tests discussed above. Because of the differing grid resolutions, gauge loca-
tions do not match exactly for the two grids. These differences lead to appar-
ent changes in phase and magnitude when comparing time-series output gener-
ated using different grids. Gauges that are affected the most are those located
in the northern section of the grid, namely gauges 7 through 12. Figure 17
displays the velocities computed at gauge 7.
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EFFECTS OF WATER DEPTHS: CASE B
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Figure 15. Comparison of water velocities at gauge 7 in depth sensitivity test

As with the water depth sensitivity tests, differences in water surface level
fluctuations between the coarse- and fine-resolution grids were negligible.
Differences between water velocities were generally small, typically less than
I cm/sec. The greatest differences in water velocity magnitudes were again
computed behind Kidney Island, where differences approached 4 cm/sec (or 40
percent). It is felt that these differences were due, in part, to the increased grid
resolution in the eastern portion of the grid. Comparison of gauges located
immediately north and west of the island shows minimal differences in
magnitudes.

For Case B, velocity directions predicted at numerical gauge 7, located
between Frying Pan Shoals and Grassy Island, varied by approximately 10 deg
during periods of receding water levels (Figure 18). During these periods,
velocity directions computed with the fine-resolution grid had a heading of NE
as opposed to ENE for the coarse-resolution grid. This difference is due, in
part, to the increased grid/bathymetry resolution within this area.

Similar differences in velocity directions were also found at gauge 8, which
is located within Dead Horse Bay (Figure 19). During periods of rising water
levels, currents predicted with the finer resolution grid had headings of NW as
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EFFECTS OF" WATER OEPTHS: CASE 9
GAGE 8
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Figure 16. Comparison of water velocities at gauge 8 in depth sensitivity test

opposed to W for the simulation using the coarse grid. Again, this discrepancy
is attributed to the increased grid/bathymetry resolution within this area.

Review of both the bathymetry and grid aspect ratio sensitivity tests has
shown that the model, in general, is more sensitive to changes in depth than to
changes in cell sizes. However, comparisons made at gauges 7 and 8 have
shown that water velocities (both magnitudes and directions) are sensitive to
the cell sizes within these locales. The lack of change in velocities measured
at gauges 9 through 12 suggests that the difference in velocities produced with
the coarse and fine grids result from greater grid/bathymetry resolution pro-
vided with Dead Horse Bay and within the vicinity of Frying Pan Shoals and
Grassy Island.

Chapter 4 Implementation of Hydrodynamic Model 4

III , . , ,, , ,0



GRID ASPECT RATIO TESTz CASE 9
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Figure 17. Comparison of water velocities at gauge 7 in grid sensitivity test

Vm

Calibration of the Hydrodynamic Model I

During the latter stages of constructing a numerical model, the model must
undergo calibration and validation to ensure that it accurately predicts hydro-
dynamic conditions within a given study area. The accuracy of model results
is greatly infl1,7e-nced by the accuracy of boundary and forcing conditions,
representation of the geometry of the study area (i.e., bathymetry and
land/water interface), and to a lesser degree, the choice of certain "calibration"
parameters. Calibration is the procedure where certain model parameters, such
as the bottom friction coefficient, are adjusted to maximize agreement between
model results and measured field data. Once the calibration procedure is com-
pleted, then the model undergoes a validation procedure to ensure that the
model can replicate differing conditions. In this procedure, the model is
applied without adjusting those parameters determined in the calibration proce-
dure. Obtaining a good comparison between model and measured data in the
verification procedure provides confidence that the model can accurately simu-
late hydrodynamics.
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GRIO ASPECT RATIO TEST: CHSE 8
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Figure 18. Comparison of water velocities at gauge 7 in grid sensitivity test

The strategy for selecting the time spans over which to calibrate and vali-
date the lower Green Bay model consists of three criteria. First, the selected
periods should have the greatest quantity of accurate, synoptic field data avail-
able for comparing with model results. Secon'•, these data should be collected
over a wide spatial area within the modeling domain to ensure that accurate
results are obtained throughout the study area. Third. in order to show that the
model can replicate a broad spectrum of events, these periods should retlect
both average and extreme events that are commonly experienced in the study
area.

In addition, because the hydrodynamic model is subsequently used tor
supplying flow field parameters to the water-quality model, the hydrodynamic
model should be tested over a time span or "loading cycle" consistent with the
transport of a contaminant within a bay/river environment. During calm per-
iods, river discharges may lack sufficient momentum in which to flush the
loading into open water. Under these conditions, the loading will rcside within
the river and in the immediate vicinity of the mouth; therefore, diffusion
becomes an important process in transporting the loading into open water. For
lower Green Bay, loadings normally reside within 0.25 mile of the Fox River
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GRID ASPECT RATIO TEST: CASE B
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Figure 19, Comparison of water velocities at gauge 8 in grid sensitivity test

miouth (Patterson 1984). During extremec events, seiche action and/or high
river discharges can provide sufficient miomentumn for transporting the loadings
into open water. Because of the oscillating nature of a seiche, loading trans-
port will alternately be directed upstream and towards the open water. In
sumimer, a given loading cycle typically consists of a calmn period lasting
approximately -7 to 10 days, followed by storm conditions lasting for I to
2 days. Thus, the lower Green Bay model was calibrated and verified over a
tiulti-week period,

The fi~nc span selected for calibraling the hydrodynamic model began oil
16 June 1984 at (XXX) CST andl concluded 14 days later at 24WX CST on
30 June. During this period, thec lower bay experiece~cd two relatively high
wind events. with one event inducing a mainmWum rang-ý of' water level Iluctual-

ti()ns ol1 1.6 fA, or 2.5 ii~ncs greater 1han the mnean water %urfatcc Iluclualion
range lfor (his alrea (Patlerson 1984).



Overview

Model calibration and validation were performed using the high-resolution
grid. Average water levels recorded at the Angle Light gauging station during
the latter half of June 1984 were approximately 580.1 ft IGLD. A minimum
water level of approximately 579.3 ft IGLD was recorded during the last week
of June. Because these water surface levels were above the elevations of the
shallow areas described previously, both the single and double crosshatch areas
shown in Figure 11 were treated as submerged regions in the model.

The open-water boundary was driven with a time series of water surface
levels recorded at the Angle Light gauging station. These data were measured
at 15-min intervals. The fine temporal resolution of the data ensures, to a
certain degree, that the dominant oscillation modes affecting the lower bay are
resolved in the model. Water levels were supplied to the model at the 15-min
interval, and water levels were updated via linear interpolation at those time-
steps falling between the 15-min intervals. At each time-step, the measured/
updated water surface level was assigned uniformly across the open boundary.
No water surface level gradient was imposed along this boundary.

Water level data were not adjusted, in phase or amplitude, to account for
the distance between the locations of the gauging station and the outer bound-
ary. As a consequence, the water surface levels and velocities computed by
the model can be expected to contain phase errors of several minutes. Because
the time series is being applied to the model boundary north of the gauge,
computed flow field parameters should lag behind the measured data during
periods when the net flow is to the south, and the model results should lead
the measured data when the net flow has a northerly heading.

Wind speed and direction time histories specified in the model were
recorded at the Green Bay Municipal Airport, which is located about 6 miles
south-southwest of the bay. Wind data were supplied to the model at 1-hr
intervals. Furthermore, these data were updated via linear interpolation at
those time-steps falling between the full hour. Wind directions measured at
the airport were not altered. Following the procedures presented in Patterson
(1984), wind speeds were increased by 31 percent to account for over-land
surface friction effects.

Water discharges were specified at the upstream boundaries of the Fox and
East Rivers. Because the USGS does not maintain velocity gauges within the
modeling area of the Fox River, it was necessary to substitute flow rates mnea-
sured at Rapid Croche Dam, which is located approximately 9 miles upstream
of DePere Dam. No adjustments were made to the flow rates measured at the
Rapid Croche gauge.

The USGS does not maintain a discharge gauging station on the East River.
Patterson (1984) used flows measured by the USGS on the Kewaunee River as
a replacement. The Kewaunee River basin, which is located to the cast (it
lower Green Bay and drains into Lake Michigan. has approximately one fourth
the drainage area of the East River basin. Patterson adjusled flow rates
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measured on the Kewaunee River to reflect the differences in drainage areas
between these two rivers by one fourth. This procedure was adopted in this
study.

Discharge data provided by the USGS consist of daily-averaged flow rates.
Thus, for each river the model was supplied with one flow rate for each day of
the simulation. Flow rates were updated via linear interpolation at each time-
step during the simulation. Fox River and adjusted East River flow rates were
obtained from Patterson's data sets, bypassing the need for modifying
Kewaunee River flows.

Data available for comparison with the model results include time series of
water surface levels recorded at the NOAA-operated Pullivim Power Plant
gauging station and current speeds and directions from the five current meters.
(Because water level data collected at the Angle Light gauging station are used
for driving the open water boundary, these data cannot be used for comparison
purposes.) The reader is referred to Figure 3 for locations of these gauges and
meters.

Water levels were recorded by the Pulliam gauge at I-hr intervals. Because
of the relatively coarse temporal resolution, the measured data do not resolve
the higher-frequency oscillations associated with Lake Michigan and Green
Bay oscillation modes.

Current data were recorded with Endeco 174 shallow water meters. When
new, the meter has a manufacturer-defined speed threshold of 2.57 cm/s. This
type of meter employs an impeller that rotates due to current flows. Time-
averaged velocity measurements are computed by counting the number of
impeller revolutions completed over a user-defined time period. The period at
which these meters recorded this information was 10 min. Furthermore, these
meters were deployed at an approximate depth of I m below the water
surface. I

Of the five meters deployed during the calibration period, only three meters
were in continuous operation throughout the entire period. These three meters
are the north central, northeast, and southeast meters. The Dead Horse Bay
meter was in operation from simulation hour 0 through hour 299. It was not
operating for the remaining simulation period, The central channel meter
began operation at simulation hour 305 and continued operating for the rest of
the period. (it appears that only four meters were deployed in the lower bay,
and the same meter was used at the Dead Horse Bay and central channel sites.)

IPersonal communication, August 1991, Dr. Kwang Lee. Professor, Department ol Civil

Engineering. University of WiSonsin, Milwaukee. WI.
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Calibration procedure

Calibration was performed primarily through adjusting the bottom friction
coefficient, Manning's n. Selecting the proper coefficient involved a three-
stage procedure. In the first stage, a global coefficient was specified through-
out the grid and the model was run over a wide range of values, from 0.020 to
0.045, to determine a "ballpark" coefficient. This value was determined by
comparing predicted water surface levels with those measured at the Pulliam
gauge station.

With this ballpark coefficient serving as a basis, the model was again run
over a range of global values, but in this second stage, a narrower range of
coefficients was used for optimizing model-generated velocities. In addition to
comparing water levels, this stage also incorporated a comparison of model-
generated velocities with those measured by the current meters. This stage
yielded a refined friction coefficient, as compared to the ballpark coefficient
obtained in the previous stage.

In the third stage, bottom friction coefficients were adjusted in shallower
regions in order to better represent the frictional drag of these areas. After
completing this task, the model was able to reproduce the water speeds
recorded by the meters. However, model-generated water directions were not
as accurate. In an effort to improve model results, wind speeds were increased
from 31 percent above those recorded at the airport to 50 percent above
airport-recorded wind speeds. It was found that once the wind speeds were
adjusted, the model reproduced water speeds and directions with a higher
degree of accuracy. Current patterns are, in part, dependent on the surface
shear stress imposed by wind. In this study, the surface shear stress is repre-
sented as a function of the wind speed and wind drag coefficient. In contrast
to the wind speed which can be readily measured, wind drag coefficient is
represented empirically and is, therefore, more difficult to estimate. Improved
model results obtained by increasing the wind speeds are attributed to using a
wind drag coefficient that was too low. By increasing the wind speeds,
improved accuracy is achieved in predicting the surface shear stress. A discus.
sion of wind drag coefficients is presented in this chapter.

Comparisons between model-generated results and measured data are pro-
vided at the end of this chapter. Model results were generated using the
50-percent adjusted wind speeds with a global Manning's it equal to 0.025.
Shallow areas having depths less than 3 ft were assigned a Manning's n equal
to 0.045, whereas areas whose depths are less than 6 ft but greater than 3 ft
were assigned a value of 0.035.

Description of calibration period conditions

The calibration procedure was conducted over a 14-day period beginning at
(iXX0 on 16 June 1984 and ending on 30 June at 2400. In the following dis-
cussions, events are referenced relative to simulation time in hours. Thus, this
procedure had a simulation time of 336 hr. Comparisons between model
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results and measured data are contained in the following package. In these
comparisons, separate conventions are used for displaying wind and current
directions. Wind directions are defined using the standard meteorological
convention; an angle equal to zero defines a wind blowing from north to south,
and angles increase in a clockwise direction. Conversely, current directions
are displayed with the standard oceanographic convention; an angle equal to
zero defines a current traveling from south to north, and angles increase in the
clockwise direction.

Average wind speeds experienced during the first 36 hr of the simulation
were approximately 3 m/s, with winds blowing primarily from the south-south-
west. Wind speeds remained fairly steady from hr 36 to hr 138, but wind
directions shifted, with winds coming primarily from the north and varying
between the northeast and northwest directions. Water levels fluctuated
between 579.8 and 580.7 ft IGLD, or within a maximum range of 0.7 ft.
Higher-frequency oscillations were apparent over the 138-hr period, especially
around hr 48.

Current speeds were generally less than 5 cm/sec; however, at hr 36, 54,
62, and 80, speeds increased in magnitude to as great as 10 cm/sec. Prior to
these times, winds were rapidly shifting directions and began to blow primarily
from the north. Current directions occurring at these higher speeds were
towards the north, suggesting that the winds experienced in the lower bay
differed from those recorded at the airport.

At hr 138, winds began shifting, first blowing from the northeast, then from
the east. At hr 154, the prevailing wind direction was from the south-south-
east. Mean water levels at hr 150 rose by approximately 0.2 ft and the water
levels were fluctuating within a 0.4-ft band. From hr 116 to 182, winds
became light and variable, with water levels over this time span oscillating
within a 0.7-ft range.

Current speeds recorded from hr 84 through 182 exceeded 15 cm/sec on
several occasions, such as at hr 112. Without wind to drive the lower bay
after hr 168, however, current magnitudes began decreasing. Lower-frequency
oscillations were evident during the simulation period, as were the higher-
frequency modes. Currents were directed primarily towards the northeast at
the Dead Horse Bay, north central, and southeast meter locations. Currents
were directed towards the west at the northeast meter.

Wind speeds began increasing at hr 182 to an average speed of 4 m/sec at
hr 186, with wind directions primarily from the west. Over the next 22 hr,
with winds remaining steady, water levels dropped by about I ft, from 580.6 ft
JGLD to 579.6 ft IGLD.

Starling at hr 2(A, wind speeds increased from 4 mn/sec to 9 m/sec at
hr 208. During this period, water levels rose by approximately I ft. to 580.6 It
IGLD. A corresponding increase in water speeds is also recorded by the north
central and northeast meters, where speeds in excess of 24 cm/sec were
recorded at the north central meter. The subsequent seiche oscillated for
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approximately 24 hr, then quickly died off. From hr 234 to 256, water levels
fluctuated within a relatively narrow range of 0.25 ft.

A high wind event was recorded during the period from hr 252 through
264. Over this period, the maximum wind speed was approximately 9 m/sec
with prevailing winds coming from the south-southwest. Starting at hour 256,
the lower bay experienced significant seiche action with a peak water level
change of 1.6 ft, or 2.5 times greater than the mean seiche magnitude of
0.64 ft cited by Patterson (1984). This seiche also produced the greatest cur-
rent speeds measured during the calibration period. At the north central meter,
speeds exceeded 45 cm/sec, while speeds of approximately 40 cm/sec were
re-. tded by the northeast meter. The dominant oscillation period for this
seicae was 9.1 hr, which corresponds with the first oscillation mode of Lake
Michigan. The die-off time for this seiche was about 2 days.

Another seiche began at hour 299, and the resulting water surface level
displacement was approximately 1.1 ft. Average wind velocities during this
time span were approximately 5 m/s, with winds blowing from the northwest.
Current speeds also increased to as great as 27 cm/sec at the north central
meter.

Analysis of calibration results

The model accurately reproduces, in both phase and amplitude, the water
surface level time-histories recorded at the Pulliam gauging station throughout
the calibration period. However, the model consistently underpredicts mea-
sured water levels by approximately 0.1 ft. Because this discrepancy is consis-
tent throughout the calibration period, and also throughout July 1984, it is
attributed to errors incurred while establishing benchmark elevations for the
Angle Light and/or Pulliam gauge stations. Figure 20 presents a comparison
of model-generated and measured Pulliam water surface levels showing this
datum shift. Figure 21 presents this comparison after raising the computed
water levels by 0.1 ft. Additional figures contained in the package present
computed water levels that have been shifted by 0.10 ft.

The model accurately replicates the water surface oscillations, in both phase
and amplitude, for the 12- and 9-hr modes of oscillations. However, the 2-hr
oscillation period computed by the model is absent from the measured gauge
data. One possibility as to why the measured water levels do not exhibit this
period is that these water levels are plotted at 1-hr intervals. The process of
averaging 1-hr data is not capable of resolving a 2-hr phenomenon.

At the northeast, north central, and southeast current meter locations, the
model accurately matched current speeds and directions together with the
phases and amplitudes of the lower- and higher-frequency oscillations recorded
by these meters, Figure 22 compares water speeds and directions generated
with the model to those measured at the north central location.
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Figure 20. Comparison of water surface levels at Pulliam gauging station
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Figure 21. Comparison of water surface levels at Pulliam gauging station with
shifted datum
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Figure 22. Comparison of water velocities at north central location

Notable exceptions occur during periods, such as at hr .36, when the pre-
vailing winds are from the northeast and water level fluctuations are reduced in
amplitude. It appears that during these periods Lake Michigan and/or Green
Bay are experiencing a storrm surge event where a setup or setdown in water
levels reduces the amplitudes in the water surface. Given that the northeast-
southwest direction corresponds with the bay's greatest fetch length, wind-
generated waves can be generated at lower wind speeds. Because the current
meltprs are deployed close tý,s qu ,,-*rf'ace, these nle,,rs become suscepti-
ble to wind-generated waves, degrading the accuracy of the current velocity
measurements.

The model generally underestimates current speeds measured a( (tice Dead
Horse Bay meter. Furthermore, predicted current directions tend to diffecr by
approximately 90 deg from those recorded by the meter. This discrepancy is
attributed to the rotational circulation pattern typically occurring in this alrea.
Model results show that greater velocities can be found along file model's
shoreline and surrounding shallow areas as compared with those fo~und at1 its
center. These results are consistent with those found by Swain an(] Bird
(1987).
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It is felt that the numerical gauge was placed too close to the center of the
bay, thus missing the circular current pattern within Dead Horse Bay. The
predicted current direction seems to agree with this assessment because the
computed and measured directions tend to differ by a somewhat constant
value.

A notable exception to this observation occurs from simulation hr 84
to 144. Neglecting periods when measured current speeds were less than or
approximately equal to the threshold of the meter, close agreement exists
between the predicted and measured directions. During this period, the lower
bay was being driven primarily with wind as opposed to water level
fluctuations.

Validation of the Hydrodynamic Model

A 21-day period from 1 July 1984 at 0000 Central Standard Time (CST) to
21 July 1984 at 2400 CST was chosen for model validation. Two large seiche
events were recorded during this period. The most significant storm event
resulted in a water level displacement of 1.6 ft. In keeping with the purpose
of the validation process, model parameters determined in the calibration pro-
cedure were not changed for this test. Locations where data were collected,
together with their sampling frequencies, are identical to those used in calibrat-
ing the model. However, one current meter was not recording over the entire
period and two were malfunctioning during parts of this period.

For example, all water speeds and directions contained in the Dead Horse
Bay current meter data set were equal to zero. This suggests that this meter,
originally deployed in Dead Horse Bay, was moved during the last week of
June to the central channel site. Current meters which malfunctioned during
July are the northeast and southeast meters. In both cases, water velocity
directions remained constant, but speeds did fluctuate. While data from these
meters cannot be used for quantifying the accuracy of model-generated current
directions, the speeds can aid in understanding the processes occurring in the
lower bay.

Description of validation period conditions

Over the first 216 hr of the simulation, wind speeds averaged approximately
3 m/sec, with sustained periods when wind speeds exceeded 7 m/sec. Wind
directions varied over this lime span, but the primary wind direction was from
the west. Water levels Iluctuated within a 1.1 -ft range during this period,
between the extremes of 579.4 and 580.5 ft IGLD. These extremes were
reached during the higher, sustained wind periods starting at hi 132 and 60,
respectively.

Beginning at hr 212 and lasting until hr 233, wind directions show a high
degree of variability, with winds blowing from various directions. At hr 233,
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the variability in wind directions decreased as the prevailing winds were
primarily from the east and northeast directions. Wind speeds increased at
hr 204 from 3 m/sec to 12 m/sec at hr 242. At hr 235, the recorded water
level at Angle Light reached an elevation of 581.3 ft IGLD, or 1.6 ft above the
579.7-ft IGLD elevation recorded at hour 229. Again, this displacement is
approximately 2.5 times greater than the mean seiche range noted by Patterson.
Over the course of the next 48-hr period, the water surface appeared to
oscillate, with a period of approximately 12 hr. This oscillation period is
approximately equal to the combined Lake Michigan/Huron mode discussed in
Mortimer and Fee (1976).

From simulation hr 252 through hr 300, wind speeds remained relatively
steady at 3 m/s, with the prevailing winds coming from the west. At hr 300,
winds began shifting to the southwest, and wind speeds increased to 6 m/sec at
hr 306. Wind speeds decreased to 2 m/sec over the next 12 hr then increased
to approximately 9 m/sec at hr 332.

Amplitudes of the water surface fluctuations over this 32-hr period are
smaller than those generated by the seiche at hr 235. However, higher-
frequency fluctuations in the water surface level are more pronounced during
this period. The high wind event that occurred at hr 332 appeared to be a
front that activated the seiche at hr 338. This seiche, with a maximum range
of 1.4 ft, also appeared to have as its dominant oscillation period the 12-hr
Lake Michigan/Huron mode.

From hr 372 to 432, the water surface level fluctuates within a 0.7-ft range
from 579.7 ft IGLD to 580.4 ft IGLD. At hr 437, a slight drawdown in water
levels to 579.4 ft IGLD, is experienced within the lower bay. Wind direction
subsequent to this time is from the northwest. Seven hours later, wind speeds
increased from 3 m/sec to 7 m/sec and wind direction was from the southwest.
With the increased wind speeds and a shift in wind directions, water levels
began oscillating within a 0.5-ft range, from 579 8 ft IGLD to 580.3 ft IGLD.
Higher-frequency oscillations are also apparent during this period.

From hr 460 through the end of the simulation at hr 504, average wind
speeds are approximately 4 m/sec with wind directions varying from the north-
east to the west. Over this period, water levels fluctuated over a 0.6-ft range
of 579.9 to 580.5 ft IGLD.

Analysis of validation results

Comparisons between the computed and measured water surface levels at
the Pulliam gauge exhibit the same degree of accuracy as those obtained in the
calibration procedure (Figure 23). As described in the previous section, mea-
sured water surface elevations were adjusted by adding 0.10 ft in the compari-
sons. The model accurately replicates the water surface oscillations, in bolh
phase and amplitude, for the 12- and 9-hr modes of oscillations. However, .h1c
2-hr oscillation mode depicted in the model is absent from the measured gauge
data because of the averaging process.
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In general, predicted water levels were within 0.1 If of tIle measured water
levels with extended periods when the differences were less than 0.05 1t.
However, the greatest difference between generated and measured water levels
was about 0.5 ft and occurred at approximately simulation hr 242. At this
time, the model predicted a water level of approximately 581.1 It IGLD as
opposed to a recorded measurement of 580.6 ft IGLD.

At the north central and central channel current meter locations, the model
accurately matched current speeds and directions together with the amplitudes
and phases of the lower- and higher-frequency oscillations recorded by these
meters. Comparisons of water velocities for the north central and central
channel meters are presented in Figures 24 and 25, respectively. Beginning at
approximately hr 36, comparisons with the computed and measured velocities
at the northeast meter location show a distinctive 2-hr shift in phase. Further-
more, starting at hr 204, a similar shift in phase between computed and mea-
sured velocities is evident at the north central site.

No phase shift, relative to the model-generated currents, is exhibited in
either the central channel or the southeast current meter data at hr 204.
Furtheniore, a phase shift is clearly evident when comparing currents mea-
sured by either the north central or northeast meter to data collected at the
central channel or southeast locations. Therefore, discrepancies in phase at
both the northeast and north central locations are attributed to post-measure-
ment processing of the data.
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Figure 23. Comparison of water surface levels at Pulliam gauging station
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Figure 24. Comparison of water velocities at northeast location

Diagnostic Analyses of Calibration and Validation
Results

Several diagnostic analyses were performed, including spectral analysis of
water surface level time histories and exceedence distribution comparisons of
water velocity time histories. Spectral analyses of water surface level time
histories were performed to determine whether the model accurately reproduces
the (seiche oscillation) modal structure of lower Green Bay. The spectral
analysis tests were performed using a fast-Fourier transformation algorithm,
and were applied with water level time histories computed in the calibration
and validation simulations at six gauge locations. These locations are the Fox
River mouth and the five current meter deployment sites (i.e., north central,
northeast, southeast, central channel and Dead Horse Bay locations). In addi-
tion, spectral analysis was applied to measured water level data collected at
Angle Light gauging station, and results from this analysis serve as a basis for
determining whether the model accurately replicates the modal structure of the
lower bay.
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For the calibration period in June 1984, spectra were calculated with model-
generated and measi'red water surface levels for the 14-day simulation period.
A sampling frequency of 15 min was used for both the model and measured
water level time series. The measured Angle Light spectrum, presented in
Figure 26, shows that the dominant oscillation modes have periods of 9 and
12 hr. These periods correspond to the first Lake Michigan mode and the
semidiumnal tidal period, respectively. Green Bay also experiences a combined
Lake Michigan/Huron mode, which has a period approximately equal to the
12-hr tidal period. Thus, the energy displayed in Figure 26 for a frequency of
about 0.08 W1 (i.e., 12-hr period) may reflect the combination of lake and
tidal oscillations. Less dominant modes were also present and have periods of
approximately 5.2, 4.8, and 4.1 hr, which correspond with the second Lake
Michigan. and the first and second (independent) Green Bay oscillation
periods, respectively.
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Figure 25. Comparison of water velocities at north-central location
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Figure 26. Spectrum of Angle Light water surface level time series for
June 1984

Spectra computed with model-generated water levels, presented in
Figure 27, were consistent with those oscillation modes described above.
Additional model-,znerated water level spectra are contained in Volume 2. At
six locations, the dominant modes had periods of 9 and 12 hr, with less domi-
nant modes having periods of 5.2, 4.8, and 4.1 hr.

For the validation period in July 1984, spectra were calculated a( the iden-
tical locations as those in the calibration period. A 15-rain sampling period
was used in defining the time series over the 21 -day simulation period. The
spectrum produced with water surface levels measured at the Angle Light

gauge is presented in Figure 28. Dominant oscillation modes contained in this
spectrum appear smeared when compared to 'iose modes contained in the
calibration's spectrum. Energy resulting from the first Lake Michigan mode
seems divided between the 9.5-hr and 8.8-hr oscillation periods. Furthcnmore,
the 5.2- and 4.8-hr modes are also smeared, resulting in an oscillation mode of
5.0 hr. Spectra produced with model-generated water surface levels are consis-
tent with the spectrum calculated with measured AngIL Lighl waler levels
(Figure 29).

Parametric and non-parametric statistical tests were perforned to quanmila-
lively assess the aiodel's ability to replicate the hydrodynamic processes occur-

ring in lower Green Bay. One test is the root-meail,-square (rms) difference
calculations of the measured and computed water surfaces level time series.
One limitation of the rms difference test is that no information is provided as
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Figure 27. Spectrum of computed water surface level time series at north
central location for June 1984
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Figure 28. Spectrum of Angle light water surface level time series for July 1984
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Figure 29. Spectrum of computed water surface level time series at north
central location for July 1984

to the source of error being measured. For example, one source of error can
be a shift in phase between measured and computed water oscillation periods,
whereas a second source could be due to discrepancies in predicted waler
surface elevations. To overcome this limitation, a series of non-parametric or
"skill" tests have been developed to differentiate between phase and magnitude
errors (Hess and Bosley 1991).

Skill tests selected for analyzing the lower Green Bay hydrodynamic 11model
include statistical comparisons of the timing and amplitude of local water level
extrema (minimum and maximum) contained in the Pulliam Power Plant time
series. These tests include the average gain or ratio of predicted to measured
extrema. the nus difference in amnplitudes, average lag or phase shift between
predicted and measured extrema, and the nns differencc in lag.

The average gain can be expressed as:

y(1.3)

where G represents the gain, is equal to Ihe number of exirema pairs conlained
in the time series data, and YC and Ym signify thc compuled and measured
values. respectively.
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The rms difference in amplitude has the following formulation:

A MIS (yc-YM)2/ 2  (14)

where ArMs represents the rms difference in amplitude and the remaining vari-
ables have been previously defined.

The average lag between computed and measured extrema can be written
as:

L,I T .)

where Lh, represents the average lag and T, and T,n signify the time of extrema
occurrence in the computed and measured time series, respectively.

The nns difference in lag can be expressed as:

Lrins = -T,,)2 (16)

where LrS represents the rms lag.

Model-generated water surface level time series at the Pulliam Power Plant
were analyzed with the preceding skills tests to quantify the accuracy in pre-
dicted waler level amplitudes and oscillation periods. An rms difference was
also computed for this analysis. Because the water levels measured at the
plant were recorded at hourly intervals, the model-generated time series were
analyzed using identical time intervals. Table 8 presents the results of this
analysis for the calibration and validation periods.

With values less than 0.01 ft, rms differences resulting from the calibration
and validation periods are consideoed small. The average gain in extrema
water surface levels for the calibration and validation procedure was 1.03,
which represents a difference of 3 percent between the model-generated
extrema and the measured extrema. Because the gain is greatcr Than i, the
model-gcnerated cxtrema were greater than the measured cxtrema.

The calibration exercise resulted in an average lag of 0 hr, and the lag rmis
diffcrence was approximately 30 min over a simulation period of 336 hr. A
lag of approximately 15 min was experienced in the validation procedure, with
the imodel-generated water surface oscillations leading the measured oscilla-
tions. The lag nus was also higher for the validation exercise than for the
calibration, with a cumulative I.-hr error in phase experienced over the course
ol the 504-hr simlutation.
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Table 8
Quantification of Model Accuracy In Predicting Water Surface
Levels at the Pulliam Power Plant Gauge

Test [ Calibration Period Validation Period

rms Difference (ft) 0.00( 0.007

Gain 1.033 1.033

Amplitude rms (ft) 0.009 0,112

Average Lag (hr) 0.000 0224

Lag rms (hr) 0471 0.937

In addition to analyzing the accuracy of the predicted water levels, the rms
difference test was also performed to quantify the accuracy of the predicted
water velocities. The results of this analysis are presented in Tables 9 and 10
for the calibration and validation exercises, respectively.

In general, the differences in rms values, as opposed to the rms differences,
between the computed and measured water velocities were within I cm/sec.
Exceptions are noted for the north central current meter, where the discrepan-
cies of approximately 2.9 cm/sec and 1.1 cm/sec were calculated for the cali-
bration and validation simulations, respectively. For the Dead Horse Bay
meter, a difference of 2.4 cm/sec was calculated for the calibration exercise.
The rms difference for all meters, however, exceeded 2.5 cm/sec for the cali-
bration and validation procedures. This discrepancy is attributed to phase
differences between the computed and measured water velocities. As noted
previously, phasing errors and/or discrepancies in magnitudes can have a sig-
nificant effect on the computed rms difference. In order to determine the pri-
mary source of error, distributions in water velocities were computed.

Exceedence or probability distribution comparisons were made in order to
determine whether model-generated water velocity magnitudes have the same
frequency of occurrence as those measured with the current meters. Together
with spectral analysis, which depicts dominant temporal processes, this lest
aids in defining the integrity of the model-generated water velocity magni-
tudes. Water velocity distributions were defined with 3-cm/sec inervals (e.g..
0-3 cm/sec, 3-6 cm/sec, etc.). Each time history of water velocities collected
at the five current meter l]cations was analyzed, as were the corresponding
model-generaled velocities. Comparisons of computed and measured waler
velocity distributions for the various current meters- are presenled in Tables I I
through 18.

Of the live current meter locations, the north central meter. followed by the
central channel meter, measured the greatest range in water velocity magni-
tudes. Intuitively, this seems correct since these meters are localed in deeper
water and in close proximity to the shipping channel. The meter having Ile
least range in magnitudes is the Dead Horse Bay meter. Of the remaining Iwo
meters, the northeast and southeast meler.% exhibited ihe third and fourth
greatest range in magnitudes.
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For the measured data collected at the north central, northeast, and central
channel sites, approximately one third of the readings were less than or equal
to 3 cm/sec, or below the threshold speed of the current meter. Approximately
70 percent of the water speeds recorded by the Dead Horse Bay and southeast
meters were below 3 cm/sec. For the northeast, southeast, and Dead Horse
Bay sites, approximately 90 percent of the readings were below 6 cm/sec,
whereas 60 and 70 percent of the readings were below this speed for the north
central and central channel sites, respectively.

Table 9
Skill Test Analysis of Model-Generated Velocities:
Calibration Period

rms Amplitude Average Lag
Difference rms Lag rme

Station (cm/sec) Gain (cm/sec) (hr) (hr)

North Central 7.66 0.74 2.08 0.00 1.07

Northeast 464 1.43 4.61 0.43 1,04

Southeast 2.60 0,74 3.63 0.11 0.56

Dead Horse Bay 3,66 0.62 2.91 0.13 1.14

Central Channel 4.45

Table 10
Skill Test Analysis of Model-Generated Velocities:
Validation Period

rms Amplitude Average Lag

Station Difference rms Lag rms

(cm/sec) Gain (cm/sec) (hr) (hr)

North Central 6.96 0.73 1.67 0.75 0.75

Northeast 4.40 1.06 2.17 0.00 0.49

Southeast 2.78 0.73 1.76 -0.22 0.30

Dead Horse Bay

Central Channel 4.38 0.82 3,03 0.60 0.92
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Table 11
Comparison of Computed and Measured Water Velocity Distributions for June
1984: North Central Current Meter

Measured Velocity Computed Velocity

Velocity Cumulative Cumulative
Range Sample Frequency Frequency Sample Frequency Frequency
(cm/s"c) Size (percent) (percent) Size (percent) (percent)

0 _< v < 3 744 36.9 36.9 633 31.4 314

3 i•v < 6 451 22.4 59W3 609 30.2 61.6

6 v < 9 256 12.7 72.0 370 18.3 79.9

95 v < 12 244 12.1 84.1 220 10.9 90.8

125 v < 15 135 6.7 90.8 90 4.5 95.3

15• v 187 9.3 100.0 95 4.7 100.0

Table 12
Comparison of Computed and Measured Water Velocity Distributions for July
1984: North Central Current Meter

Measured Velocity Computed Velocity

Velocity Cumulative Cumulative
Range Sample Frequency Frequency Sample Frequency Frequency
(cm/sec) Size (percent) (percent) Size (percent) (percent)

05 v < 3 1143 37.8 37.8 1080 35.7 35.7

3 • v < 6 783 25.9 63.7 871 28.8 64.5

6!v< 9 356 11.8 75.5 481 15.9 80.4

9!5 v < 12 312 10.3 85.8 288 9,5 89.9

12 • v < 15 196 6.5 92.3 148 4.9 94.8

15 5 v 235 7.8 100.0 157 5.2 100,0
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Table 13
Comparison of Computed and Measured Water Velocity Distributions for June
1984: Northeast Current Meter

Measured Velocity Computed Velocity

Velocity Cumulative Cumulative
Range Sample Frequency Frequency Sample Frequency Frequency
(cm/sec) Size (percent) (percent) Size (percent) (percent)

0 _< v < 3 1276 63.3 37.8 1080 35.7 35.7

3 _ v < 6 507 25-1 63.7 871 28.8 64.5

6•_ v < 9 121 6.0 75.5 48' 15.9 80.4

9:- v < 12 68 3.4 85.8 288 9.5 89.9

12 s v < 15 24 1.2 92.3 148 4.9 94.8

15• v 21 1.0 100.0 157 5.2 100,0

Table 14
Comparison of Computed and Measured Water Velocity Distributions for July
1984: Northeast Current Meter

Measured Velocity Computed Velocity

Velocity Cumulative Cumulative
Range Sample Frequency Frequency Sample Frequency Frequency
(cm/sec) Size (percent) (percent) Size (percent) (percent)

0• v < 3 1504 49.7 49.7 1229 40.6 40.6

3<sv< 6 958 31.7 81.4 1074 35.5 76.1

6 s v < 9 301 10.0 91.4 477 15.8 91.9

9 < v < 12 174 5.6 97.0 155 5.1 97.0

12 S v < 15 51 1.7 98.7 57 1.9 98,9

15< v 37 1.2 100.0 33 1.1 _100.0
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Table 15
Comparison of Computed and Measured Water Velocity Distributions for June
1984: Southeast Current Meter

Measured Velocity Computed Velocity

Velocity Cumulative Cumulative
Range Sample Frequency Frequency Sample Frequency Frequency
(cm/eec) Size (percent) (percent) Size (percent) (percent)

0< v'c 3 1409 69.9 69,9 1348 66.8 66,8

3• v < 6 454 22,5 92.4 545 270 93.8

65v< 9 111 5.5 97.9 98 4.9 98.7

9_<v<12 33 1.6 99.5 14 0.7 99.4

12 5 v - 15 10 0.5 100.0 9 0.5 99.9

155v 0 0.0 100.0 3 0.1 100.0

Table 16
Comparison of Computed and Measured Water Velocity Distributions for July
1984: Southeast Current Meter

Measured Velocity Computed Velocity

Velocity Cumulative Cumulative
Range Sample Frequency Frequency Sample Frequency Frequency
(cm/sec) Size (percent) (percent) Size (percent) (percent)

0 s v < 3 2255 74.6 74.6 2099 69.4 69.4

3 5 v < 6 606 20.0 94.6 727 24.0 93.4

6 S v < 9 110 3.6 98.2 149 4.9 98.3

9 s v < 12 27 0.9 99.1 32 1.1 99.4

12_< v < 15 10 0.3 99.4 12 0.4 99.8

15•< v 17 0.6 100.0 6 0.2 100,0
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Table 17
Comparison of Computed and Measured Water Velocity Distributions for June
1984: Dead Horse Bay Current Meter

Measured Velocity Computed Velocity

Velocity Cumulative Cumulative
Range Sample Frequency Frequency Sample Frequency Frequency
(cm/eec) Size (percent) (percent) Size (percent) (percent)

0 < v < 3 1396 69.2 69.2 1440 71.4 71.4

3 < v < 6 466 23.1 92.3 528 26.2 97.6

6 _ v < 9 112 5.5 97.8 44 2.2 99.8

9 -v <12 34 1.7 99.5 2 0.1 99,9

125v< 15 5 0.3 99.8 3 0.1 100.0

15 <v 4 0.2 100.0 0 0.0 100.0

Table 18
Comparison of Computed and Measured Water Velocity Distributions for July
1984: Central Channel Current Meter

Measured Velocity Computed Velocity

Velocity Cumulative Cumulative
Range Sample Frequency Frequency Sample Frequency Frequency
(cm/sec) Size (percent) (percent) Size (percent) (percent)

0 S v < 3 1398 46.2 46.2 999 33.0 33.0

3 _ v < 6 916 30.3 76.5 1089 36.0 69.0

6 S v < 9 369 12.2 88.7 528 17.5 86.5

9 < v < 12 265 8.8 97.5 239 7.9 94.4

12!< v < 15 43 1.4 98.9 102 3.4 97.8

15 S v 34 1.1 100.0 68 2.3 100.0
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In general, the distributions of model-generated velocities were consistent
with those computed with the measured data. At the north central location, for
example, 35.7 percent and 28.8 percent of the model-generated velocity data
had magnitudes within the ranges of 0-3 cm/sec and 3-6 cm/sec, respectively.
These values compare well with the 37.8-percent and 25.9-percent values com-
puted with the measured data for the same intervals.

However, the model underpredicted by approximately 50 percent the num-
ber of velocity readings greater than 15 cm/sec, and, by the same percentage,
the number of readings within the range of 12 cm/sec to 15 cm/sec. These
discrepancies can be attributed to the high velocities being measured at simula-
tion hr 306 and 320 of the calibration period. At these times, velocities
exceeding 15 cm/sec are measured for extended periods, some of which have
duration greater than 15 hr. Computed velocities during these periods typically
range from 6 cm/sec to 9 cm/sec.

Wind Drag Formulation

Drag coefficients

As per the suggestions made by the TRP members, winds recorded at the
Green Bay Airport were compared with those measured at the municipal
wastewater treatment plant (WWTP). Because of the lack of existing and/or
available data collected during the hydrodynamic calibration period, winds
recorded from June through August 1986 were used as a substitute. Visual
comparisons of the wind speed and direction time series show that both the
airport and the WWTP experienced the same major and localized weather
patterns. There were, however, some differences between wind speeds and
directions measured at these locations.

For both the airport and WWTP data, a statistical analysis was performed
where the frequency of occurrence and the corresponding average wind speed
were extracted and processed for the eight major compass directions. This
information is presented in Table 19. Wind directions presented in this table
denote the direction from which winds are coming. Though not noted in this
table, light or variable winds and/or periods when no measurements were
recorded represent conditions having frequencies of 6.6 and 18.3 percent for
the airport and WWTP, respectively.

Wind directions experienced at the Green Bay Airport were primarily from
the south, southwest, and west directions, winds from these directions have a
combined frequency of approximately 50 percent. Winds recorded at the
WWTP for these directions accounted for about 44 percent of the total fre-
quency. Differences between these percentages may be due, in part, to the
high number of missing hourly readings in the airport and WWTP data sets.
In the airport wind records, a total of 145 hourly readings, out of a total of
2,205 hourly periods, had speeds equal to zero. In the WWTP records, a total
of 403 hourly readings had (simultaneously) wind speeds and angles equal to
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zero. During periods when the airport recorded zero winds, the WWTP
recorded easterly wind directions. During the periods when the WWTP was
not recording wind data, the airport recorded winds predominately from the
southwest. west, and north.

Northerly winds recorded at the WWTP were approximately 24 percent
greater than those measured at the airport. Because winds blowing from this
direction have the greatest over-water fetch, it appears logical that the WWTP
would record greater wind speeds than the airport, as the WWTP is at the edge
of the bay whereas the airport is about 6 miles south-southwest of the bay.
For easterly, southeasterly, and westerly winds, average wind speeds recorded
at the airport and WWTP are approximately equal. Winds coming from these
directions have little, if any, over-water effects and can be expected to be
about equal in speed.

Drag formulation

Concern was expressed ny members of the TRP committee about the appro-
priateness of adjusting wind speeds by 50 percent, as opposed to the 32 per-
cent contained in Patterson (1984). The purpose of this type of adjustment is
to remove over-land friction effects from wind measurements taken at land-
based stations and develop wind speeds which are approximately equal to the
actual speeds experienced over open water.

Table 19
Comparison of Average Wind Speeds and Dominant Wind
Directions Recorded at Green Bay Airport and Green
Bay Sewerage District Plant

Airport Sewerage District Plant

Wind Frequency Speed Frequency Speed
Direction (percent) (m/sec) (percent) (mr/sc)

North 7.5 4.3 1.1 5.3

Northeast 9.1 4.7 7.1 3.9

East 9-9 3.4 8.0 3.3

Southeast 6.0 3.3 12.9 317

South 187 4.1 22,1 4.8

Southwest 16.0 4.0 12.3 3.5

West 14.9 3.6 9.2 3.6

Northwest 11.4 3.9 9.0 4.5

Note* Wind directions reflect the direction from which the wind is blowing.
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Because current patterns are, in part, dependent on wind speed used for
calculating the surface shear stress, selecting the proper wind drag formulation
is extremely important for accurate predictions. Wind shear stress computa-
tions are particularly sensitive to the magnitude of winds used in a simulation.
This is because the shear stress is proportional to the square of the wind speed
as shown in the following formulation:

"t = p Cd W W (17)

where t is the wind shear stress, p represents the atmospheric air density, W is
the wind velocity, and Cd is the wind drag coefficient,

The choice of wind drag formulation can also affect calculated current
patterns. Typically, wind drag formulations are empirical, being developed
from in situ measurements such as time-averaged wind speeds. Schmalz
(1986) compared drag coefficients computed with eight formulations. These
comparisons were made over a range of wind speeds from 10 to 120 knots at
10-knot increments. Schmalz found that over the entire range of wind speeds,
the average difference between coefficients was 30 percent.

Variability of drag coefficients can be attributed to the range and distribu-
tion of wind speeds used in developing these formulations. Data used for
developing one formula may contain a greater number of samples within a
certain range, such as 5 to 10 knots, than a second formula developed primari-
ly of speeds ranging from 20 to 30 knots. It can therefore be assumed that a
formulation developed with wind speeds ranging from 5 to 10 knots produces
a more reliable coefficient when applied to a 7-knot wind than a second for-
mula developed with winds ranging from 20 to 30 knots.

The lower Green Bay model employs Garratt's wind drag formulation in
the wind stress computalions. This formulation is:

Cd _ (0.75+0.067W) (18)
1000

where Cd is the wind drag coefficient and W is the wind velocity in mecters per
second. Garratt specified an upper limit of 3.0x10 3 for this coefficient. Thus,
for wind speeds greater than 65 knots, a constant drag coefficient is applied.

Wind drag laws developed by other researchers are presented in the follow-
ing equations:

Wu (1980):

Ced - (R8+0.065w)
I (XX)
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Deacon kRosenthal 1971):

Cd (L.I -0.04W) (20)
1 O(X)

Powell (1980):

(1.0236+0.05366W) (21)
1000

Wang and Conner (1975):

C1 = (1.1+0.0536W) (22)
1000

The preceding formulas were evaluated to obtain wind drag coefficients for
wind speeds ranging from I rn/sec to 12 m/sec, and these values are presented
in Table 20. For a wind speed of 4 mi/sec, which is approximately equal to the
average speed measured at the Green Bay Airport, Garratt's formulation yields
a .oefficient equal to 1.018x10-3 . The average coefficient at this speed equals
1. 178x 103. Wang and Conner's formulation, producing the greatest value
among the different lormulations, yields a value equal to 1,314x10-3. Thus,
the average drag coefficient is approximately 16 percent greater than the value
obtained with Garratt's formulation. Furlhermore, Wang and Conner's formu-
lation predicted a coefficient approximately 30 percent greater than Garratt's
fornulalion.

For illustration purposes, the wind shear stress presented in Equation 17
was first evaluated where wind speeds were increased by 32 percent to account
for over-land friction eflects, and second, where speeds were increased by
50 percent. Assuming identical wind drag coefficients were used in both com-
putations (i.e., neglecting the dependence of the drag coefficient on wind
speed, and thereby focusing solely on the square of the wind velocity), the
wind shear stress predicted for winds that were increased 50 percent would be
approximately 29 percent greater than the stress computed with winds
increased by 32 percent. Accounting for the dependence of wind velocity on
the wind drag coefficient, the difference in shear stresses is closer to
35 percent.

For a second illustration, wind shear stresses were evaluated with Wang and
Conner's flbnulalion and with Garratt's lormulation. Assuming a wind speed
o1 4 ni/sec, winds using Wang and Conner's formulation were increased by
32 percent, whereas, for Garratt's fornulalion, winds were increased by
50 percent. Comparing predicted wind shear stress values, Garratt's folnula-
lion produced a stress of (.0493 N/rn 2. A shear stress equal to 0.0459 N/m2

was predicted with Wang and Conner's formulation. Whereas an increase in
wind shear stress values of 35 percent could be expecled due to differing
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Table 20
Compaitson of Wind Drag Coefficients

Drag Coefficient
Wind
Speed Wu Powell Deacon Wang Garrat Average Std
(m/sec) (x 0o"1 (X 10o) (x 10o) (x 1O") (x 1o-) (x lo0) Dev

S0.865 1.077 1.140 1.1-54 0.817 1.011 0.158

2 0.930 1.131 1.180 1.207 0.884 1.066 0.149

3 0,995 1.185 1.220 1.261 0,951 1.122 0.140

4 1.060 1.238 1.260 1.314 i 018 1.178 0.131

5 1.125 1.292 1 100 1.368 1.085 1.234 0.122

6 1.190 1.346 1.340 1,422 1.152 1.290 0.114

7 1.225 1.399 1.380 1.475 1.219 1.346 0.106

8 1,320 1.453 1.420 1.529 1.286 1.402 0.099

9 1.385 1.5v7 1.460 1.582 1.353 1.457 0.092

10 1,450 1.560 1.500 1.636 1.420 1.513 0.087

11 1,515 1.614 1.540 1.690 1.487 1.569 0.082

12 1.580 1.688 1.580 1.743 1.554 1.625 0.079

overland correction factors, Garratt's formulation produced a shear stress value
only 7 percent greater than Wang and Conner's formula.

In summary, while wind speeds are of primary importance in estimating
wind shear stresses, the selected wind drag formulation can also significantly
affect shear stress estimates. Given the number of wind drag formulations and
the deviation in values they produce at a given wind speed, it can be conclud-
ed that there is a level of uncertainty in calculating wind shear stresses. This
uncertainty, however, can be redu,-ed, ill it eliminated, by including wind
speed adjustmints in the calibration proe.edure. In light of the 7-percent differ-
ence between wind shear stresses predicted with Garratt's and Wang and
Conner's fonnulations, an increase of 50 percent in wind speeds is appropriate
when applying Garratt's fbnnula and is consistent with a 32-percent increase in
speeds when applyirg Wang and Conner's formula.
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5 Description of the Water
Quality Model

General Structure

The water quality model (WQM) for Lower Green Bay is based on the
model CE-QUAL-ICM. CE-QUAL-ICM is a generalized version of the WQM
that was developed for Chesapeake Bay (Cerco and Cole 1991). The letters
ICM are an abbreviation for integrated compartment methodology, which
means that the conservation equations have been integrated over control vol-
umes (i.e., compartments). This approach has also been referred to as a finite
volume method and is similar to that used in the U.S. Environmental Protec-
tion Agency, Vandergrift, and Wool Water Quality Analysis Simulation Pro-
gram (WASP) (DiToro, Fitzpatrick, and Thomann 1983; Ambrose 1986).

The 1CM is convenient from the standpoint that it allows linking the WQM
to any type of hydrouynamic model (HM) (finite difference or finite element)
and grid (e.g., one-, two-, and three-dimensional, and mixed dimensions). This
convenience is bought with the extra effort required to map the WQM grid to
the hydrodynamic model grid. The WQM uses a one-dimensional array for
numbering compartments (i.e., grid cells), whereas CH3D uses a three-dimen-
sional array corresponding to the ijk coordinate system. Therefore, the
unstructured grid of the WQM must be mapped to the structured grid of the
HM, as shown in Figure 30.

The WQM is based on the mass conservation equation applied to each
control volume in the forn

(c)i i C + /I,j

y ( StIRCFS1SINAS
fitI



where

i = segment index
j = segment index of adjoining segment

Ai. = facial area of the ij interface
(/i = segment i concentration

Cq I = concentration at interface of segments i and j
D = eddy diffusion coefficient for ij interface
L = mixing length (segment length) between segments i and j
Q ij = flow to (positive) or from (negative) segment i from/to

segment j
Vi = segment i volume

and the last term represents the rate of change of mass in segment i from var-
ious sources and/or sinks m, e.g., due to loadings and kinetic transformations
or transfers. The hydrodynamics (i.e., Q and D at each cell interface) are
furnished by hydrodynamic model output that must be linked to the WQM.
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Equation 23 is solved for each computational cell and for each water quality
state variable, C.

Although CE-QUAL-ICM can be applied for one-, two-, three-, and/or
mixed-dimensions, the model was applied in the two-dimensional (depth-aver-
aged) mode throughout the grid for this study. The code is generic, which
means it can be and has been applied to other systems. At the time of this
study, thc model was also being applied to the New York Bight, Indian River-
Rehoboth Bay (Delaware coast), and Los Angeles-Long Beach Harbor. Some
minor modifications were made to the WQM kinetic routines during this study.
For example. carbonaceous biochemical oxygen demand (CBOD) was a
modeled state variable rather than organic carbon since the waste-load infor-
mation is in termis of CBOD. Such modifications are common practice when
applying water quality models. Only about half of the total number of state
,'ariables were used in this study to keep the model consistent with study needs
and data availability. State variables that arc not modeled can be easily turned
off without having to modify the code.

Solution Schemes

The numerical representations and solution schemes of the WQM are differ-
cut than those lound in the WASP model. The WQM distinguishes between
the horizontal and vertical directions. The solutions for horizontal and vertical
transporl use a split operator. Horizontal advection and diffusion are first
computed explicitly for all cells, providing provisional estimates of dependent
variables at the new time level. The provisional estimates are then updated for
vertical advection and diffusion with an implicit sweep over each vertical
column of cells using the Crank-Nicolson scheme. The implicit vertical solu-
tion schemie removes time-step restrictions for vertical transport, which can he
over-restrictive for multiple layers in shallow regions. Sources and sinks due
to loads and kinetic foniulations are taken into account at tde beginning of
each time level update. All kinetic lorniulations are treated explicitly using
infonnataion from the previous time level.

Horizontal advective fluxes are nonnally several orders of magnitude
greater than diffusive fluxes in surface walers: thus, ii is desirable to accurately
resolve advective fluxes without introducing numerical diffusion that may be
larger than the real physical diffusion. The use of higher order advection
schemes has dramaiically reduced or eliminated the concenis associated with
fluterical dilfusion/dissipalion in Eulcrian transport models. The Quadratic
I Ipsiream lnierpolafion for convective Kinematics with Estimaled Sireaming
Tenus (QICl('KEST) scheme (Leonard 1979), which is explicit, upstream
weighted and Ihird-order accurate in space. was implemented (Chapnman 1988)
for horizontal advection in the WQM_ The QIIICKEST scheme is used to
obtain the interpolated concentrations at the cell interfaces (i.e., C, of
Equation 21)- The scheme is implemented in a fully conservaltive fashion.
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The WQM allows time-varying boundary conditions and hydrodynamic
updates. Also, the user can specify a constant model time-step or select tile
auto-stepping feature, which automatically adjusts the time-step to satisfy the
horizontal flow stability restriction. This feature is included to take advantage
of potentially larger time-steps (luring periods with low current velocities.

Linkage to Hydrodynamic Model

An interface processor has been developed and incorporated into the HM
(Dortch 1990) that couples the HM and WQM computational grids and
processes hydrodynamic infomiation into WQM input data. The intertace pro-
cessor was developed as subroutines within 'he HM, Theretore, the hydrody-
namnic inrormation for the WQM is processed and stored while the HM is
executing.

Coupling the HM and WQM grids requires generation of map files, which
set up a correspondence between the HM and WQM grid fonnals. Addition-
ally, time-invariant HM geometric infonnation is required to compute distances
between cells (i.e.. box lengths), initial cell volumes, and cell lacial areas.
Processing of the time-varying hydrodynamic infomiation can be accomplished
in either of two modes, intratidal or intertidal. Although lower Green Bay is
not a tidal system in the true sense, it does experience long wave seiches that
resemble tides. The interfacing procedures still apply, even if there are no
seiches present.

The intralidal model involves processing the hydrodynamics, which are
computed in the HM at intervals on the order of minutes. into WQM input at
about 1- or 2-hr intervals. The intratidal model simply requires temporal aver-
ages of the hydrodynamics (i.e., flows and vertical diffusivities, for three-
dimensional grids). The intertidal model involves processing hydrodynamics
into WQM input at tidal-period intervals or greater, thus reducing WQM input
data storage requirements by an order ol magnitude. Intertidal processing
requires computation of the Eulerian residuals and Stokes' drifts to obtain a
first-order estimate of the Lagrangian residuals (i.e., the correct residual cur-
rents). Only Eulerian residuals are required for the intratidal mode. For both
modes, processed hydrodynamics are output in a ttmiat compatible with the
WQM following appropriate scaling. Scaling accounts for the fact that the
contravariant velocities in the HM are both nondimensional and detined on a
transfonned boundary-fitted grid. Thus, these velocities must be convcred to
dimensional, physical plane flows (m3/sec). These procedures are explained
by Dortch (1990).

For this study, tihe WQM uses the same grid as the HM; thus, there is onle-
il-one corres[ondence or overlay. The total number of conpulational cells htor
the tHM and WQM varied between 4968 and 4843 for high and low lake
levels, respectively. The hydrodynaniics were processed and output at I-hr
intervals for all computational cells and for all simulations.
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Kinetic Formulations

The central issue in the water quality model is the concentration of DO.
DO is necessary to support the life functions of higher organisms and is con-
sidered an indicator of the "health" of a water body. DO concentrations are
affected by a series of biological and chemical processes, which both supply
and utilize DO. The loadings exerted by waste discharges can increase the
relative importance of one or more of these processes, resulting in decreases in
DO. These processes can be modeled using the appropriate reactions and state
variables.

In highly productive systems such as lower Green Bay, primary production
has a major impact on nutrients and DO. Variations in DO and nutrient con-
centrations can not be adequately modeled without including algae, and algae
can not be properly modeled without including nutrients. Also, the nitrogen
cycle affects DO. Therefore, as a minimum, a reasonable model of lower
Green Bay must include temperature. DO, oxygen-demanding substances,
major nutrients (nitrogen anti phosphorus), and algae. The sources and sinks
of DO can be lumped into fewer state variables and parameters, such as total
biochemical oxygen demand, but such lumping can result in omission of the
correct basic processes. Modeling DO without the components listed above
would result in a scientifically indefensible, questionable model. Although the
lower Green Bay water quality database is less than ideal, it is considered
sufficient Fbr the model with 11 state variables described below and is cer-
tainly adequate to address the objectives of this study. The database used in
model calibration for this study was also used by Patterson (1985) for develop-
ment of the water quality model that was used to determine the existing waste-
load allocations.

The piedominant form of algae found in lower Green Bay during ihe cali-
bration period is blue-green algae. Blue-green algae are characterized by their
bloom-forming characteristics in fresh water. They have lower ;e;Iing veloci-
ties ihan other forms ot algae and are subJect to low predation pressure.

Nitrogen is divided into organic and mineral fotns. Organic nitrogen is
reportedl as total organic nitrogen (TON). No differentiation is made between
dissolved or particulaie lonns of organic nitrogen. The mineral foni is
divided into Iwo state variables: ammonium nitrogen (NH4-N) and nitrate
nitrogen (NO j-N). Both fbrms are utilized to fulfill the nitrogenous nutrient
reqwrcinenis of algae. although animonium is preferred for theln(tdynamic
reasons. The primary reason for dislinguishing between the Iwo is that amino-
nium is oxidized by nitrifying bacteria into nitrate. Nitrification can be a
significant sink of DO. An intermediate in the complete oxidation of amtno-

iti. ii mirit. also exists. Nitrite concentlrations are usually much less than
nitrate, and tor modeling purposes, nitrile is combined with nitrate. Hence the
minralte state variable actually represents the sum of nitrate plus nitrite.

Phosphorus is represented in the model fas either total organic phosphorus
Cl(()l') or IJtll l phosphate (P(01). Total phosphate exists in ie i model as
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dissolved phosphate and phosphate incorporated in algal cells. Equilibrium
partition coefficients are used to distribute the total phosphate between these
two states. This approach is used to facilitate modeling the adaptation of algae
to phosphorus supply and uptake as discussed later in this section. Algal com-
position of phosphorus is still maintained.

Carbonaceous biochemical oxygen demand (CBOD) is a measure of the
amount of oxygen required for the aerobic stabilization of organics. CBOD is
a standard test in environmental engineering for determining the strength of
biochemically degradable carbonaceous organic matter and the relative ease of
its biodegradation. CBOD is a major sink for dissolved oxygen in the natural
environment. In this model, CBOD is expressed in two fomis: labile and
refractory. i.e., fast and slow reacting, respectively. These distinctions are
based on the time frame associated with the organic matter decay.

Dissolved oxygen is required for the existence of higher life forms. Avail-
ability of DO affects the distribution of organisms and the flows of nutrients
and energy in an ecosystem. DO is a central component of the water quality
model.

Temperature (T) is a primary detenninant of the rate of biochemical reac-
tions. Reaction rates increase as a function of temperature, although extreme
temperatures result in the mortality of organisms. Temperature is a simulated,
time- and spatially varying state variable in this model.

A conservative tracer is also included as a state variable. It allows for
verification of the transport component of the model and facilitates mass con-
servation tests. The conservative tracer can also be used to model the behavior
of conservative pollutants, such as chlorides.

Therefore. the lower Green Bay WQM has I I state variables. A schematic
of the WQM's state variable interactions is shown in Figure 31. Descriptions
of the kinetic formulations affecting each state variable are given in
Appendix B. Partial derivatives that are defined in Appendix B describe the
changes in state variables due to specilic processes. Transport is not consid-
ered in these descriptions. Variables andl parameters are defined when they
first appear and are summarized, along with their units, in Appendix C.
Equations are written for a control volume having a volume (V) and cell thick-
ness (H). Since the water quality model is run in a two-dimnensional.
depth-averaged mode for the lower Green Bay study. the thickness of the
control volumtcs (or cells) is the same as their depth.
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6 Calibration of the Water
Quality Model

Transport Verification

The first task in verifying the WQM was to ensure that the transport char-
acteristics of the HM were preserved in the WQM. To accomplish this task,
comparisons were made for the transport (i.e., advection and diffusion) of
passive (i.e., nonreactive) tracers in both the HM and WQM. These tests were
made to verify that the WQM was properly linked to the HM and HM
transport was maintained. The model tracer releases were purely hypothetical
and do not represent any field data.

Two types of transport comparisons were made, a spot dump and a continu-
ous release of tracer. The spot dump was located about mid-way between
Long Tail Point and the mouth of the Fox River in the channel. The continu-
ous release was located about 600 m north of the north shore of Kidney Island.
For both tests, 100 units of tracer were introduced into both models. Com-
puted tracer concentrations were output and plotted for the loaded cell in the
case of the spot dump and a cell adjacent (north) to the loaded cell in the case
of the continuous injection. The results of these two tests are shown in Fig-
ures 32 and 33 for the spot dump and the continuous release, respectively.
The WQM tracer concentration follows that of the HM closely. Slight differ-
ences are attributed to the manner in which the QUICKEST algorithm is
implemented in the two models. In the WQM, variations in cell lengths are
taken into account for the QUICKEST interpolations, whereas a uniform grid
spacing is assumed in the HM.

Another test was run to check mass conservation. All cells were loaded
with an initial concentration of 100 units of tracer. Tracer concentrations at
the boundaries were set to the same value and all point sources turned oft'.
The WQM was run and the cell tracer concentrations were checked along with
the total tracer mass. Results indicated that tracer was conserved throughout
the test.
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Water Quality Calibration

The period beginning July 13, 1983 and ending August 18, 1983 was
selected for water quality model calibration. Not as many water quality data
were available for 1984, which precluded calibrating the water quality model
during the same period used for hydrodynamic model calibration. The WDNR
supplied data from their modeling study for the period May through September
1983. July and August were selected as the calibration period, since these
months have the highest temperatures, causing higher biological activity and
lower dissolved oxygen saturation levels. Conditions in these two months are
similar and were modeled together in the WDNR waste-load allocation study
(Patterson 1985).

Hydrodynamics for the calibration period were generated using the HM,
following HM calibration for lower Green Bay. The HM was allowed to spin
up for I day (July 12) prior to writing out hydrodynamic data for the water
quality model input. Hydrodynamic data were averaged over 60 time-steps
(i.e., 1 hr with 1 minute time-steps) and stored for subsequent use in the
WQM.

Calibration Input Data

Meteorological data, including dry bulb temperatures, dew point tempera-
tures, wind speeds, and cloud cover were obtained for the Green Bay Airport
for the period of record. These data, along with site location and time of year,
were used in a pre-processor program to compute daily average values of
equilibrium temperature, heat exchange coefficient, and solar radiation. The
equilibrium temperature and heat exchange coefficient were used for tempera-
ture simulation, and solar radiation was required for algae simulation. Values
of daily average wind speed were also computed and stored for use in the
reaeration algorithm.

Headwater boundary conditions (i.e., Fox River flows into the system) used
during the calibration period were the same as those used by the WDNR dur-
ing their modeling study. Headwater nutrient, temperature, and CBOD values
were updated daily. The values used were based upon actual data interpolated
to fill in for any missing days (Patterson 1985). The observed concentrations
for algae were convened from pg/L chl-a to g/m 3 C since the algal state vari-
able is modeled as carbon. Headwater boundary dissolved oxygen concentra-
tions were based on observed daily maximum and minimum dissolved oxygen
concentrations. The minimum dissolved oxygen concentration was fixed at
6:00 a.m. and the maximum at 6:00 p.m. During the remainder of the day, the
dissolved oxygen concentration was determined via linear interpolation and the
headwater boundary condition was updated hourly. This was the same tech-
nique used by WDNR in their waste-load allocation study. The boundary con-
ditions for the outer boundary (i.e., open lake) were fixed to constant values
for the duration of the calibration period as were the headwaler conditions for
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the East River. The values used were based on values used by WDNR in the
waste-load allocation runs for the months of July and August.

Eight point sources were included atong the Fox River (Figure 34). The
loads for each discharger were supplied by the WDNR, who compiled them
from discharger monitoring reports. Point loads were updated daily. These
loads were distributed uniformly throughout the receiving cell. Daily flows
and reported discharge temperatures were used in calculating the heat load
from eacn point source.

Specification of initial conditions was more problematic. The water quality
observations were considered to be too sparse to interpolate values for each
cell's initial concentration of each state variable. Therefore, it was decided
that output from the model would be used to set initial conditions. Initial
conditions for all state variables except dissolved oxygen were generated by
the model. This was accomplished by setting uniform initial values throughout
the grid and running the model to steady-state with constant loadings and
boundary conditions. Point source loads for the first day of the calibration
period, July 13, 1983, were used for the constant loads. The outer boundary,
Fox River, and East River boundary conditions were held constant to the val-
ues on the same date. The model was run for 60 days, which was sufficient
time to reach dynamic steady-state (i.e., cyclic steady-state, where cycles were
caused by the seiche). Hydrodynamics for July 13. 1983 were recycled for
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Figure 34. Location of point source dischargers
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each day and used for the duration of this run. The results at the end of the
steady-state run were used as initial conditions for dynamic runs (i.e., time-
varying boundary conditions, loadings, and hydrodynamics).

When the results from the steady-state run were used as initial conditions
for the calibration simulation, problems were encountered. The computed
initial conditions were too different from the observations on July 13 for use in
the calibration. To resolve this problem, the results at the end of the dynamic
calibration simulation (where the steady-state results were used for initial con-
ditions) were used as initial conditions for all subsequent calibration simula-
tions and scenario simulations. This approach was more successful than using
the steady-state results for initial conditions. This approach was used for all
state variables except DO. Initial DO values were assigned based on location.
Values for initial DO were set to 9.0 mg/L in the Fox River from Depere Dam
to Fort Howard Paper Plant, 5.0 mg/L from the paper plant to the mouth of the
Fox River, and 6.0 mg/L in the bay.

Calibration Evaluation Methods

Observed water quality data used for calibration comparisons were obtained
from the WDNR. These data consisted of grab samples and continuous DO
data. The grab samples were taken for chemical analyses at about weekly
intervals at various locations in the Fox River and lower Green Bay. The DO
data were obtained from continuous monitors (near surface and near botlom) at
stations along the Fox River.

Four methods were used to compare model calibration results against
observed water quality data:

a. Time-averaged transect plots of grab samples.

b. Time series of grab samples at each station.

c. Time serieN of continuous DO data at each station.

d. Statistical analyses.

Grab sample data at each station were averaged over the calibration period
and compared in transect plots to the average values predicted by the model
during the calibration period. Only stations that were along or near each Iran-
sect were used for this type of comparison. Three transects, one longitudinal
and two cross-bay, were used for this comparison. The longitudinal transect
begins at Depere Dam (km = 0.0) and proceeds down the Fox River and along
the ship channel to the outer boundary (Figure 35). The two cross-bay
transects begin in Peat's Lake (km = 0.0) and proceed across the bay to the
eastern shore (Figure 35). One transect passes between Kidney Island and
Grassy Island. while the other passes between Grassy Island and Long Tail
Point. This type of comparison also includes the ranges (i.e.. minimum and
maximum) of the observations and model output.
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Grab sample data at each station were plotted with the time series of model
output for the cell corresponding to the sampling station. In this case, the
observations were not averaged. The stations used for comparing grab sample
and model time series are shown in Figure 36.

Similarly, dissolved oxygen data collected at continuous monitoring stations
along the lower Fox River were compared against time series of model dis-
solved oxygen concentrations at the same locations. Locations of these moni-
tors and the corresponding WQM cell are indicated in Figure 37. The DO
recorders were deployed for surface and bottom DO readings. The model was
compared with the surface recordings. The Grassy Island monitor did not
record any data during the calibration period, hence none are available for
comparison. The station on Kidney Island was operating during the calibration
period but it, like the Grassy Island monitor, required batteries. As indicated
in the Data Summary section, the data collected at these battery-operated sta-
tions were perceived to be of lower quality than those collected by the stations
along the river.

For the statistical analyses, all grab sample data were averaged over the
calibration period for each station for comparison with the model calibration
results averaged over time at the same stations. Two types of plots are shown
in the statistical analyses, scatter plots and cumulative error distribution plots.
The scatter plots are simply averages of observations in a cell plotted against
model resulls for that cell with the perfect correlation line (i.e., slope of 1.0
and zero intercept) included. The slope, intercept, and coefficient of the
regression (r2) of these data are also indicated on the plot. The cumulative
error plots show cumulative frequency (as percent less than) plotted against
emir defined as the absolute value of difference in the observation and model
result. Mean error, mean absolute error (MAE), root mean square error, and
relative error are also indicated on these plots. Relative error is computed as
MAE divided by the mean of the observations. Statistical analyses are shown
lor each water quality variable measured in lower Green Bay.

Calibration process

The WQM was calibrated by brute force, i.e., choosing values for paramne-
lers, making the calibration run, and comparing mode! results to observations
using the I-ur methods discussed above. The initial sclet lion of values for
parameters was based upon past experience in water quality modeling, litera-
ture, and the WDNR model study. Parameters were changed and the process
repeated in an attempt to bring the model closer to the observations. However,
values for paranmeters were kept within reasonable limits. Calibration was a
slow process since each calibration simulation required about 8 hr on Ihe WES
Cray Y-MP. The limc-slep of the WQM averaged approximately 3.25 rain.
Plotting and reviewing the results consumed additional fitime. This process was
continued until f,'rlhcr adjustments failed to significantly improve the calibra-
lion. Over 60 calibration runs were made.
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Figure 36. Grab sample locations for time series model - data comparison
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Figure 37. Location of continuous DO monitors used for calibration comparisons

The final calibration values used tbr WQM paramelers are listed in
Table 2 1. Definitions for parameters can be found in Appendix C. Wilh the
exception of lthree paramneters, a constant value of each parameter was used
over the entire grid throughout the simulation. Timne-invariant, but spatially
varying parameters were used with regard to sediment oxygen demand (SOD)
and wind speed, with different values assigned to the Fox River and open bay.
Algal growth rate was varied temporally in the Fox River.

Optimum algal production rate ( was decreased in the Fox River fbr
the first 10 days of the calibration period (July 13 through July 23) in an
attempt to mnatch the dissolved oxygen sag recorded by the continuous DO
monitors. A value of P,, = 0.8 day-1 was used. On July 24 of the calibra-
lion, this value was raised to P,,., = 3.0 day- which was the value used in
the bay throughout tihe calibration period. This action is discussed later in this
section.

Three spatially varying values of SOD (i.e., Kw,,d) were used. From Depere
Dam to the Fort Howard Paper Plant, a value of 1.5 g il-) d- was used tor
K.,,,,. From the Fort Howard Paper Plant to the area of the Fox River mouth,
a value of 2.5 g m-2 d-I was used; and a value of 0.25 g m2 d-1 was used in
the bay. It is reasonable to expect that thie SOL) is higher in the Fox River.
where the waste-load discharges are located.
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Table 21
Water Quality Model Calibration Parameters

Variable Parameter Value Vatiable Parameter Value

Aca 60.0 gm C / gm chl Khr 200 gm 02 m, 3

Adcr 2.67 gm 02 / gm C Kmrn 0.05 day"1

Anc 0.167 gm N /gm C Kodn 1.O0 gm 02 m 3

And 4-33 gm 02 / gm N Ksco 1.00 gm 02 m"3

Ana 0.35 gm N / gm 02 Ksdn 0.50 m day-1

BMref 0.05 day"1 Ksod 1.50 upper Fox River gm 2 rn 2 day1
2 50 lower Fox River
0.25 open bay

Fin 0.05 K1L 0.50 day1

Fon 0.95 K1R 0.14 day-'

Fop 0.50 NRmax 0 30 gm N m"3 day"

Fpin 0.05 pci 42.0 gm C / gm P

Fpon 0.95 PC2  0 00 gn C / gm P

FOO 0.50 pc 3  000 n3 /gm P

K, 0 10 day"1  Pmax 0.80 day" Fox River day 1 1 10
3.00 day' Fox River day 11 - 36
3.00 day" open bay day 1 , 36

K2  0.98 day- PR,e, 0.15day'

K3 0.98 day1 SEDP 0.005 g P m2 day'

K4  0.10 day"1 Ti 10.0 OC

Kbt 0.069 0C01 T2  27.0 0C

KchI 17.0 m2 / gm chi T3  28.0 C

Kdenit (labile) 0.50 day, T4 35.0 00

Kdenit (refractory) 0.14 day' Trt 20.0 1C

Kdnalq 0.50 m3 / gm C day-1 Wsai 0.05 m day'-

Kdnmn 0.05 day-1  WO 0.15 m day-1

KDO 1.00 gm 0 2 m
3  Wcr' 0.15 m day"

Kdpalg 1.50 m3 / gm C day"1 Wsn 0.15 m day-1

Kdpmn 0.10 day 1  Wspop 015, m day,

Kh 1.00 gm 02 mi3  
zorm 1.00 mn

Khn 0.005 gm N m-
3  

UL 1.00

Khnd 1.00 gm 02 m3 (XDEN 1.00

Khnn 1.00 gm N m"3  'na 150 upper Fox River rn1

0.80 open bay

Eqn 9 lower Fox River

KhP 0.003 gm P r" 3
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The meteorological station is inland, thus sheltered from the wind. As in
the HM, the wind speed for the WQM was multiplied by 1.5 for the bay to
account for open water effects (i.e.. no sheltering). No correction on wind was
applied to the river since it is also sheltered.

Calibration results

Time-averaged transect plots arc shown in Figures 38-40. Time series plots
of grab samples versus model output tor select stations are shown in
Figures 41-46. Time series plots of continuous observed DO versus model DO
at select stations are shown in Figure 47. The statistical results are presented
in Figure 48. The :six stations chosen for time series plots of grab sample data
versus model output (Figures 41-46) were selected based on the amount of
data at that station during the calibration period and the proximity of that
station to the area of interest, Kidney Island. Plots for the other stations were
generated during calibration but are not shown hen because of space limita-
tions. The amount of grab sample data for model comparison varied from
station to station. The stations with the most data were those that had been
sampled by both the WDNR and GBMSD-UWGB sampling programs. Sta-
tions such as the Fox River Mouth (WQM cell 1940) and Long Tail Point
(WQM cell 2119), which were sampled by both groups, could have 10 or more
samples for some state , ariablcs depending upon how the sampling programs
overlapped. Other state variables at these stations had less, and in some cases,
no grab sample data to compare model output with.

The mean, minimum, and maximum for the grab sample data for each state
variable were determined for each station. These values were plotted against
the model average and extreme values in the transect plots. Since there were a
limited number of observed data for each state variable at any station, the
extremes probably were not captured in the grab sample data. This is why the
range of the grab sample data did not always correspond to that of the WQM
output.

In general, the WQM follows the trends in the observed data quite well. It
is remarkable how well the model picks up the means and extremes for the
transects, considering the complications in the system water quality (as dis-
cussed below). Overall, orthophosphate-phosphorus, algae, and DO were
under-predicted. Phosphate and algae may have been under-predicted for
reasons discussed below. The DO was under-predicted because of the under-
prediction of algal production, which tends to super-saturate DO at times. The
least error was encountered in the T and DO, while the most error was in algae
and nutrients (see Figure 48).

From examination of tihe observed data. the Fox River and the open bay
appear to be entirely different ecosystems. The river experiences high BOD
loadings and low DO, while the bay has high algal concentrations and high
DO. The shallow regions of the eastern and western shores show very high
DO. algae. and nutrient concentrations. These shallow areas are complicated
by several potential faiclors: more prolnounced influence of bollom sediments

90 Chapter 6 Calibration of the Water Quality Model



m Z:CD Li a_-

¢ ,_] _j1..

JLJL)

CD r 
[ -I--

0-I /

U':) . 0

(Z9 L

( :I

0 CD

- C-) ._ 0,- C-
c (0c 0 1 1

CD 0

9 LA
C)

-3--: I

Li I CO

(I::~Ln v7)•:- _o* 0-03

0 0

ri In C,
-- ,C

II

Cy)

C CO

Chapter~ ~~~~~: 6-airto fteWtrQaiyM"9



Li

LiE: Li

cEZ
C) C)Li a:-

o-J CL r'jtcj

CD LL W LL

c. . ..

cr)

L E

F- 0 0

(: -c) C, (D C) C)r: u) 17) LX) u)Cr

-CD
_3 71

Z~0

cD-D

CD6

_LiL

92 Ch peC albaino teW trQu lt o e



LJ

LiQ LO D -

Li CU Li 0i

L L0 L
0 -I.] 0• _• ,,(• 1 _''

S-" ,* - t4)
o 'p I ,-

Z CD
0~

S--------

C.) 0 
-

LI• ci '

LP

Li
U

0- 2

_..1'

C~a)

'n 0,
(I)

93

Chapter 6 Calibration of the Waler Quality Model 9



Li

aZ:Z

c: 0: z
C-) C) Li CE-

xL L : cr

CD CD 7-,- 1

Li

G-

(116

94z
Chpe airto fteWtrQaiyCilf



ci

z c• z
G__ zI-- Cxý Z C-

L.AJ UI. -- U::

ft E.r- _jLi ., LJW LLI
UJ-) (.') CDl m:

E ). C CD CD

II .I -.

0)

0
C-) >
LJ L . -

(V) T
z C

(E c

0f) 0
I-) L
c3 -0 ,'-cr - -- :-

0-0

CC

1 i "I

/ (n

j C

C ) F, ) •) ,"• ,", . . . . .

"I < l:: I V,

cc

.0

C0

-. E
U_

Chapter 6 Calibration of the Water Quality Model 9



2- w) z CD'

L t. ) :

Li J (L

L 'LJ JL J 0. -I
* C I• • I

"U )n - "C)
CD CCo

e-- i-- 0 0 ":--". ---'*_i • -.---- ] .- -- 0- ,; "-

> I -

CT)

c CDD

C. - 0

CD ') 4 / CC " /t

C u I

tqCD

(CrC--'

LJ() I-0

It.-[,) •, ,,I

-I I . "" ]

"' I :

i °

eo

a,_
at )

96
Chapter 6 Calibration ot the Water Quality Model



L.J

Em crý _"

L : L.I w _

UJ I L
V) 0- ""C

mF CC C C)

Cr I
7-- f F--- -F- " T . . .T r:

) ) C) F7 27

0 -• 1 U- I / .•.

CD:

2'.7 0.

Li '1*: I

CD --

oco~

r ,-_.. .-

C) C: z

Li

7l- "T- .

(I (D

CEL

Cn €I-h 6tu

-D-

C)C)C._K

Chptr Cliraio o te atr uait Mde 9



Ir -

C2 2L'i (If

Q:Q.J W DL

0(f)() C) Ci)

C) CD z: I-

F-)

tjC

CrI

1] 1

98-- Ch p p 'air to f h ae u lt o e



2D Ci J '

Li U L -J .:.

Li Lj W L1
(Sf) VJ) C) CD '
(:D CL:I CD C.)"•"

C) C) ! "

LL

:>

f Tr . -T

CO
0 L •. - -

CC)
-- C._

n_

C) ' l •2.. -

LJ C+-1T

L)

Li -l ti•- •H l1
U) a)

L LLChapr 6

I.. . .I C'I "

I) I,) i '

i . : l 0

i ( ' a)

Ut ' I i " t~~Q

' t99
Chpe a•rto o h ae ult Mode



Li

•C2 0•: Z CD

G-- z
QLC: LIrL) JLJ•Y7J '

fkl cl1 -j --
Ili. W LJ Li I : L

(O():Z ( (*1, ,' '

y- . I C I I

co m :

E-l, L .i

Cij L
I C)

,£ff

Lj C? -)1

>- Cj

,.: •- • c• ,.- . . ,-Ž--tJ.. .. ,, •- ..

CIi -)

c•cB

rF) C ,

a:-

0
LJCrt
CD

:E:

I..., '.

Chpt)) aIbaioft hIW tr u C yM oe



z CD I

CL u

Z CD

I- c c- z C-1)

L i 'i W

umiT --

n) It. "
0i -n C)L K-

CL

C) -

0

r-.C--

IL

0E

c 0

om) -Y

Ui C)

C~L W' -I. ...

Li

---

z o)

Chate 6- Cairto of th WaerQaltrMdl0

. C ' ' C -- F-

+ (U - "--

•: f "

CC) -' 1<'

-),-,L A?
IC._0

Chater6 Clibatin o fth WaeC ult oe 0



c CD_ w (

(E.A

LiL L I - (-

L.i L.A Lj LO
U-) 60C) CD

C) CD r-

0- 1

C-)

;L
(riý

(inr

13 6t

tTj -3- -

LI

I-..

(..,

-_

'II

Ii-L

102 Chapter 6 Calibration of the Water Quality Model



LII

MJJ(.

L '

0

C)-L

L3 C)

0)

(1) C)
c CD

0 -o
C.)

oD co 1

.3 )( ) D C

00
C).

0' CY4 CD

-00

C)F

(-4'- -~CD

L E

L3 C )
Q) (it

.0

103
Chapter 6 Calibration of the Wate~r Quality Model



C4

1L0 C C,

01 C )
0 (

CD 4Ž.cD

0Y)

00

c0

E 0)

CD U) C) U C) U) C C) cý CD cn i C3 C

- - -C) Ui C) 0 (V - C

C £ X NW/LJ9

CV (

~J 0
0 CE)(

C))

c(

104 Chapter 6 Calibration of the Water Quality Model



C) I_- -ccn t

L.u a)

LILL
(hO L

0ý
03 ev

01

0 ) U) 1

CC

0
L3 C)

00

o OD

IVD t)n- ) ).

O ~ ~ C C)c~C)~ C

£m/W
CC

CC)

-D -c

~2 0

r 
(D

U) -. U)

0)9
0-I IL.

Chaper Caibraionof he WterOuaity ode 
10



C)

C,_ I_-J

0 1

c
0

L -

-) x
-n 0

o °n mICC)

-) 4 U

-I-

A . , ,•a • ,- .1 .

106
Chapter 6 Calibration of the Water Quality Model



LJL
,t~-,

C* W U) (D

CD I_-

0 1

cfc

0 C!

C-) co

C) co LDc)

c- 0. C)

"c Aw w=

0

0 Co

0) C -0

o- -C.. ')

( C) a)l• , f ] (0

S i..C . . .

.r•

oc

o c,,

I CC

.- )Tx

C14) 1

Chpe 67 Caibato ofteW trQalt-oe0



LLL

Li Ej

(n C) C
cnCD 0

0)

-D c) ) .'(

7•"cD c:

CD00

rI.- .,4

cl c"i,

o 0/

.14..1

c;o

c (,( W/-:
00

CDD

m
ci 0 C) C) CD C) C:D_

-0

ff

ccl

(<, - ,- I e

(()

-.U

1 0 8 C p 6od

'4 0
o' U'. . . . .- .. .r - - " . . . - ' " [....."r ... .-...... - I 0)•

7,C . .. ..- .. ... .. . .. . . , U)

11.. .. ... 5 LfI , r --

1 08 Chapter 6 Calibration of the Water Quality Model



Ik I 7
Li )
co C

-- '4c 
11

CD

o"c c'Ii

c 11 41

137 •. . .J-

0 !0t 
tE "i -:

C-) c

. 3 X3 
c

oo co

SF .... I t -- '--l--- T I ... T 1 -1•- T . .

C)) .. 09

C t Ca lr o ....
fJ 

) .a

r V -• " -i T '1' 
)

•'•"$ -I /Lit J a

109

Chapter 6 Calibration of the Water Quality Model



uJ•

L[3J

CD

w

0 w

0 1

I cc

0

CC)

-0 xl~

110

110 Chapter 6C-fliration of the Water Quality Model



Li LJ

CO CDCT

0- r-

0P

CD
3)..J -(-'

L- C3

03 CDD_

m C m C) - C)

L

0 II,

c coJ

(f(l

C CL

o .- aD

- C) C) c) IX C)

C 7/C1,,I "-

00

-- 0 ,*-

-' 0

UD, 
-T"r-

AISC• h1 od

I-') '-'I

Chptr Cliraio o te atr uait Mde



(f) C

T,,
QJC)

CC . •

-C3

-- C-

U1 n -•0 CD(T

C) I.)

,ii

0 [l 0 If D F C .' (C D Cs C CI

ICC C C) > IC CJ C -
r*.. . r .. . .r . . . . . . - -CC ... .. r . . . C a... . -..... C-

-+:+ o • , • C -- CD•+ t, ++ +
L CC

IT))

cli

W W2

112 Chapter 6 Calibration of the Water Quality Model



wLi j V. C)

(D C) C

C) I_- 2 (C)
>'

0_

C-) ( C) CD <1

r _3)

C' 3

0)0

So U

L o16

o 0• 0'

-. ( ) ___ 3.iiiL

(1 " .,

Cr
() 3, w/ H. j <a

5* L"/ 9 -

cii
14 1

113

Chaper Caltwaionof te WterQualty ade



Lji-i

L-) Li
C) C)
(1) C.)

C!

(~a)0D

.3.

33

... , (~l 1
C (li

f I 1

[2

I. rL

U-

114 Chapter 6 Cahbmtion of the Water Qualiy Model



~1

C)______ . -j

U3K7

w -w

( )C)L f

co CD---

CD r:

00

0 CD (A•.j., • •

SC)• c

Or)

C- C.) (-D C-

ci ww/w

C C

o 7/ o o oW

0 -

c-

L V)

o r-.

•l ,r " "0 c

. "0
0. /

I-- CD

CL

Ch e C 0.

Q2 E

TI

C3) E1 1 t

Chpe 6_airainofteW teuliy__df 
1



Li LJ c

(n CD (•C

---.--- (V

Li)t C)0

__ __ _ __3_ _ 0 C >

C-)

I~L in i I I --00

C - (V_ -. -

0 0T

CE ----------

C) . . C3 -- 0) cý ] c) (D ) '73
r. ...... . . . .. .. . ,n C) cC in

CD (D C:) (D

0 c7)C

Iq j r'

T- It

rQty

11 Ch p e 6 airto ft e ae u lt o e



Eli,

Qd -.

Ln (D Lco C) 0

0

0 L2 -£cf,' d -_:::r• •*. 1.

C-

0 0 ----

C) -, C.l.. gg• -

t:;o tn o o
(0 1) ~ C) N - 0 () "f t Cl C)

C) C- ) C) CD <D rD

c wL/ i1

0

-D

•--I 0
-, 0-C0 C

CC)

a: CC +

Inl

Cc-

.s.--,+ "3

I'L ~ ~ ~ t" ",w / 1 W90

S. .... r ) I)'• l

Chapter 6 Calibration of the Water Quality Model 1 17



C-)

CD

0 i

C

C-)---

0 C p 6

Inr

it

-r I)

£2)

1 18 Chapter 6 Calibration of the Water Quality Model



00 CD

C) -

0 I 1•

0 E
>~cm)

L (D
I--n

ncc

0

--

111 c C

C-) C)

>0

.- J

0 CCo _o )

D " . ..

- C) ) C) C) 0

C,-

0 1"-/> '

-- ) 0< QI

, 0

1 ('2 - N . Q .

) 6 C o

2-'" C

I (o

i0.

Chaper 6Caliraton o lheWate QulityMode 11



L)

m) CD 1
CD) I- -) (n)

c>c) 0
C-3

z

Co C)

Qr)
E L

CD C-) CD
Co C)

c
00

F1- E-
(I I - - - -

C3 all C-3 If C.) to) CD C) C CD C) C3
UýU r) (D r)-- U] "

C3 CD C) C)

0 
C

L "J

-0 4,

U CD

3 (I

crj

C. -T T T

Ui

4w/W)

U-

120 Chapter 6 Calibration of the Water Quality Model



"I 'aý

CDC

V)) CD

cflcc
GCh (f) -

0 () I rJ

CLC
cLc

c 0 C
0 fL

L
CD ZD

CD (

o 0

(D (D cD (D cD CD c)

0 tt-/UF

L ~

-, 0

0. a

Na A

NT-

A C

w
N-I)L

Chpe 6D Caibato ofteWtrQalt oe2



Li Li

0 I

C

0
.J w
U-) CD

co C)

0) 0

((

/C

00

IV)

(-T-

Tv )

ýJ/W-

.9)

122
Chapter 6 Calibration of the Water Quality Model



/

I -

C)f

1 • ) .,

J LicLr...j :.

co C-)

CD 0
L

COCE

ojc

L

0

0 o.
0) 00

cm o Ž'i/L!<

c
0

J Lrin

U-)0

0 .\3

co/

0 0 a0

f CL

0 0

:q,

0) (I,,:1 .

Oii _

Chapter 6 Calibration of the Water Quality Model 123



C..)

IL -j • . . i

-o C

L
0Ni - - '1

(r - r U--•

C)(I

A-) C CD

cc

CC(N

IF, C) i D - -, --, ----

c H: :tl/WcJ

0 
CDD(D -

++' U)r ;

L

") q) + "0

inl

*3)3
4I

Chapter 6 .... o I" W Q MCr ." 3 i'.J

!LL

124
Chapter 6 Calibration at the Water Quality Model



2C .-r- ' a""I r ,

hi 6

LJLJ -- -
(7--

CC) CD 0D

C -

o C
L

CD ( CD C-
CD) -C

c, C 0 ID] '-a

o 66 'o

oo

0
o CC) F-'

-3 0

0~ 0 •,

bi

o I 'aI;

'C NN

1~ I

Chate 6, CairtoCfteW te ult oe2

C) '•)

C) r-

S- - . U)
'Cl c, O r .

125
Chapter 6 Calibration of the Water Quality Madel



Li

Li Li

U')

0

C

IU

1 -

1 C

i'3

f 1 ( . . . ... a 0"

y.* "lL',IB~ (.l

._)

126
Chapter 6 Calibration of the Water Quality Model



O&sso ved Ox99en
S1775

k27

,_,' 4. B .-I"

~2 -

i2t, 21 a1 '

ODssoLved x qren
Box 2198 ;I ic El

.. OBSERvES

Figure 47. Continuous DO, model comparison (Sheet 1 of 4)

127
Chapter 6 Calibration of the Water Quality Model



2 I

So, 2221

----ss---- ---------- en

.ii.' , ', -
I ~

I

Figure 47. (Sheet 2 of 4)

128 Chapter 6 Calibration it the Water Quality Model



OCssobved Oxjgen
Box 2024

'°1
101i

8

194 2C0 206 212 218 224 21-
DAYS

OLssoLved Oxygen
Box 2327

... CESE=,vE_

101

2-

• 6

0 194 2;0 2;6 2i2 218 224 23C

DRYS

Figure 47. (Sheet 3 of 4)

Chapter 6 Calibration of the Water Quality Model 129



OLssoLved Ox jger
8ox 3486 - COEL

CBSE•VEC

12-

10

8 - •

194 200 2;6 2;2 218 22g 23C

DAYS

Figure 47. (Sheet 4 of 4)

130
Chapter 6 Calibration of the Water Quality Model



Ca-Lbrotl.on 0bserved vý: .r Pt t:d

Otssolved O×•9en mean error - 1.)28
S .ntercept 0.459 obsoluLc- meail e-rror -

r-2 0.222 RNS - 1-920
sLope = 1.083 reLot'Lve error 11.07.

C)

o

-0 0

0 +

00
00

I I I I -

0.0 5.0 10.0 IS.0 20.0 0 1 2 3 4 5
predLct.ed obstobserved-precdcLed)

Temperoture mean error - 0.270
ý intercept 0.038 absoLute meon error - 0.4131
r-2 0.636 RNIS = 0.572

sLope- 1.009 reLotive error- 1.7.
0

C-)

C:)

CC
a) C>o

0))

r-WI /

C),

C:)
0 D 

-.

0.0 10.0 20.0 30.0 0 0.25 0.50 0.75 I 1.25 I.50
predi.cted obs (observed-predlcf.ed••1

Figure 48. Statistical data, model comparison (Sheet 1 of 5)

Chapter 6 Calibration of the Water Quality Model 131



CaL-br'atLon Observed vi,. Predtcted

TotaL OrganLc NLtroge,, mean error -0.081
q Lntnercept 0.936 absoLute mean error - 0.248
rxW2- 0.263 RMS - 0.291
sLope 0.443 reLoti've error 14.2Z

CO)

o +
+ + 0

+ + C to

L + +ý

-0 
a) c)

0 C

C)

C))
CI C

0.0 1.0 2.0 3.0 0,0 0.1 0.2 0.3 0.4 0.5
predLcted obs(observed-predL cted)

Ammon'turm mean error - 0.024
_ k.ntercept 0.162 obsoLute mean error - 0.220
rx*2 0.295 RMS - 0.314

slope - 0.517 relottve error - 71.0Z
0

(- 9/C

a1) - + V D )
0 I

1ý 4j
0) + 4...--------

0.0 0.5 1.0 I.s 2.0 0.0 0.2 0.4 0.6 o.t
predi.cted abs(observed-predi ct ed)

Figure 48. (Sheet 2 of 5)

132 Chapter 6 Calibration of the Water Quality Model



CaL.Lbrat~on Observel v•. Pred~cted

Total NLtrogen mean error -- 0.201
S Lntercept 1.117 absoLute mean error - 0.310
r<M2- 0.372 RMS - 0.401

sLope - 0.375 reLotLve error - 16.2Z
CC

-/ C/ ':/
0o/

-o 041 
.L o

_I. + ( -'A,

Lf. + + c 4Ln

0
o

i .7

0.0 1.0 2.0 3.0 4.0 0 0.25 0.SO 0.75
predLcted obs(observed-predLcted)

NLtrate mean error - 0.005
S Lntercept 0.173 absoLute mean error - 0.082
rxx2 0.335 RMS - 0.103
sLope -- 1.579 reLattve error - 117.3%

U)) //

c )

L.. 
0) ..

o -r) 8D

0 tu C 
CD

00

0.0 0.5 1.0 1.5 2.0 0.000.05 0.10 0.15 0.20 0.25 0.30
predf-cted abstobserved-pcedLictefl

Figure 48. (Sheet 3 of 5)

Chapter 6 Calibration of the Water Quality Modal13



CaLcbrott~on Observed vs. Pred'.cted

TotoL Phosphorus mean error -- 0.009
y Lntercept-0.023 obsoLute mean error - 0.018
r-2- 0.584 RMS- 0.022
sLope = 1.069 reLotLve error - 9.47.

C)

a~C)

>a

o.

L
(D€ +0) -41S 'D

0+

C3--- C>,
I I!

0.0 0.1 0.2 0.3 0.4 0.5 0.00 (.02 0.'04 0.06
predLcLed abs(observed-preditcted)

Phosphatic mean error - 0.028
,Y intercept. 0.011 absoLute mean error - 0.028
r)-2 0.034 RfS - 0.036

o sLope -- 0.445 reLetLve error - 75.27.a

/) /,a)...

CD

>L C3>

C) VI

C)/

O.)llJ [] [•: 0(.01A U.JY 0 I t1( 0.O000 0.02ý, 0:. O(31 0.075< 0. |00predcLeda os obse rved-pr edictedI

Figure 48. (Sheet 4 of 5)

1Chapter 6 Calibration of the Water Quality Model



CoLLbrotion Observed vs. Predict-ed

ChLorophSl I menn error - 2'.037

9 Lntercept 41.400 absolute mean error- - 26.943
r- - 0.272 RMS - 33.542

o slope - 0.808 relotive error, 24.17.
uo , // C

C-

0

o o0

.. ++
L) + +

0.0 500U30 02. 2OO06

C)+ ++ U

+ C

r. 2___ 0_ 277________0_0__

s lope-cet .059 obsoutve menerror -26.03

slpc;.8 rltv ro - 26D7
to C)i

CD

c:))

o Go

C))

0.0 0.0 100.0 100, 20 4 (.3[.)t-I(.],5 0000.07 2S.. 0!2040 6

predi-cted ab~s Iobserved-pr-edi-cted )

Figur 48, (Sheet 5 o. Z

C-,5

hp, aaC)

L~ +3

40 C)

C)

0. . .2 03 0 0A.' O.liICI 0,11., 0.Ob 0 . 0E71) U. Ik

predilcted ah)ý I H~ver-pr-edct ed I

Figure 48. (Sheet 5 of 5)

Chapter 6 Calibration of the Water Quality Model13



on water quality in the water column; higher rate of suspension of bottom
sediments; higher degree of mixing over a shallow depth that can enhance
algal production by providing more opportunity for illumination; and possible
existence of aquatic plant beds. The results of these rather complex processes
can he quite difficult to predict with a model of limited sophistication, such as
the lower Green Bay WQM. For example, the WQM does not include resus-
pension of bottom sediments, which can be high in phosphorus. High phos-
phorus concentrations can lead to enhanced algal production and elevated DO.
Bottom sediments can be resuspended more easily in the shallow waters of the
bay. The model does contain a sediment phosphorus release term to account
for these effects.

There are also problems in model-data comparisons that impact the quality
of the calibration. The model is depth-averaged, thus, computed algal concen-
trations are representative of the entire depth, whereas Chl-a measurements
were taken near the water surface. It is possible that the algae are not well
mixed in the field at times, but are concentrated on the surface. According to
the model, the algae are light limited most of the time. Therefore, it is possi-
ble that the algae are under-predicted due to the two-dimensional (depth-
integrated) assumption of the model. whereas, in the real system, algae can
concentrate on the surface, where illumination is greater.

Continuous DO measurements were recorded for near-surface and near-
bottom. There can be some amount of vertical DO stratification due to sedi-
ment oxygen demand at the bottom and algal production near the surface.
Brief periods of DO stratification have been observed (Patterson 1992). Again,
the model produces a depth-averaged result. The grab samples, thus Chl-a
data, were obtained during the day, when algae are productive. The model
uses daily average illumination and does not produce any diel effects that may
occur in the field. Finally, there were no observed CBOD data to compare
with model CBOD results.

A major emphasis during the calibration phase of this study was matching
the data collected at the continuous DO monitors located along the Fox River.
These monitors recorded a DO sag over the whole length of the river begin-
ning around day 196 (July 15) and extending to days 204 (July 23) to 206,
depending upon location. After this sag, DO increased to concentrations near
or exceeding saturation until roughly day 210. Based on the DO monitor data,
it appeared that this behavior was limited to the Fox River since the stations in
the bay did not exhibit similar behavior. The sag in DO was not evident at
Depere Dam either, and the amount of sag increased toward the mouth. Sev-
eral ideas were put forward in an attempt to explain this behavior. Since the
sag was confined to the Fox River, it was thought that it may have been the
result of large releases of biodegradable material. The point source loads
preceding and during the sag were higher than loads at other times of the
calibration but their impact was not enough to cause the observed level of DO
depletion. After some investigation, it was determined from the model that
DO produced (or not produced) by algae had an appreciable effect on the DO
balance of the system.
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Other possible causes for the sag were considered. It is possible that toxic-
ity from waste loads could have lowered algal production, thus decreasing oxy-
gen production. Another possible cause of lower algal production may have
been an increase in light attenuation as a result of the higher loadings that
occurred during the first 10 days of the simulation. Waste loads do increase
turbidity, &hub ihk, easilig light aternuaion. O.... possiblc rause is vind, where
periods of sustained winds from the north can push water into the Fox River,
thus impacting flushing rates and DO. Another potential cause is the occur-
rence of internal seiches that push mid-bay bottom waters with low DO into
the lower bay. Review of the data in Patterson (1985) shows that there was
DO stratification in the Fox River, especially in the upstream direction, with
bottom DO lower than at the surface. However, at Schmidt Dock, no DO
stratification was evident, and surface DO values were as low as those
observed on the bottom further upstream. The model is compared against
surface observations, and there is no mechanism for capturing vertical stratifi-
cation, since the model is 2D.

Low algal production during the first 10 days of the calibration period is
considered to be a reasonable and feasible explanation for the occurrence of
the sag. A possible explanation for low algal production follows. Kennedy
(1992) indicated that algal production in this system is highly dependent on
light availability, which can be impacted by turbidity associated with runoff.
This situation is true of other systems. The watershed that drains into the Fox
River is predominately agricultural. Thus, turbidity can increase dramatically
during summer thunderstorms, even though discharge may not show a signifi-
cant increase. Rainfall records from the study site indicate 1.64 in. of rain
during the period July I I - July 20, 1983. Following this 10-day period, little
rainfall was reported. Therefore, a plausible cause for lower algal production
is increased light attenuation resulting from increased non-algal suspended
solids, or turbidity, due to rainfall during the first part of the calibration period.

Although light attenuation is related to suspended solids (SS), data were
insufficient to model SS. Therefore, the effect of lower algal production was
specified directly through Pmax (the maximum specific algal production rate),
rather than through a light attenuation function dependent on SS. A reduction
in Pmax' from the initial calibration value of 3.0 day- to 0.8 day-t, reduced
oxygen production and captured most of the sag. Attempts to use a constant
value of Pmax in the Fox River throughout the calibration period either over-
predicted DO during the sag or under-predicted DO during the period follow-
ing the sag, depending on whether the higher or lower value for P_ x was
used. Therefore, the smaller algal production rate (Pma = 0.8 day- ) was used
for days 194 through 204 in the Fox River only. For the remainder of the
calibration period, days 205 through 230, the higher value (P,,, = 3,0 day-)
was used in the Fox River. The value of Pma, = 3.0 day-I was used in the
bay throughout the calibration period. The value of 3.0 was used for all
scenario runs.

Patterson (1992) indicated that he too had encountered problems modeling
July 1983 during the WDNR waste-load allocation tudy (Patterson 1985) and
had to lower the Chl-a/algal biomass ratio and raise the algal respiration rate.
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Typically, he used the same Chl-a/algal biomass ratio for May and June and
another ratio for the months of July through October. Patterson indicated that
the flow and temperature conditions of July 1983 were typical of those
observed during May and June, so a Chl-a/algal biomass ratio closer to that of
June's was warranted for July 1983 (Patterson 1992). The effect of his modi-
fication was that algae growth and oxygen production were lowered.

Although the parameters used to capture the DO sag of July 1983 were
diticrent in the Patterson study and in this study, both studies used the same
mechanism to produce lower DO values, i.e., less DO production through
lower algal production. It is reasonable to expect an increase in light attenua-
tion (thus a decrease in algal production) during rainfall runoff conditions like
those that occurred during July 1983.

Calibration conclusions

Overall, the calibration results are judged to be good considering the com-
plexity of the system and the simplicity (i.e., assumptions) of the model. It is
recognized that the WQM is simpler than the real system. Even though the
model is more comprehensive than the calibration database, the model should
not be simplified Simplifications to the model will lead to loss of
resemblance to the real system. It is common p:actice to include water quality
processes through state variables and parameters that may not be completely
supported by data. Such practice enables investigation of project impacts to
proceed in a timely, cost-effective manner without jeopardizing the integrity of
the study.

This calibration and the observed calibration data set are deemed adequate
for the purposes of this study; i.e.. evaluation of the impact of Kidney Island
Expansion on circulation and the resulting impact on dissolved oxygen. If the
calibration data set was adequate for the purposes of the study by Patterson
(1985), i.c., establishing waste-load allocations, then it is reasonable to expect
that the data are sufficient for the purposes of this study.
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7 Scenario Descriptions and
Results

A series of test simulations have been constructed for modeling lower
Green Bay, under both existing and proposed Kidney Island configurations, for
assessing possible water quality impacts that result from expanding the CDF.
In constructing these tests, lake levels, river flow rates, and seiche action/wind
events are treated as independent variables. Seiche action and wind conditions
are treated as one independent variable because a seiche is induced by wind
and, therefore, these mechanisms cannot be readily uncoupled. Other bound-
ary forcing conditions, such as meteorology, waste loads, and water quality
boundary conditions, are treated as dependent variables. For example, meteo-
rology was selected at identical dates as the period selected for seiche
conditions.

Each of the three independent variables can be represented by three levels,
e.g., high, medium, and low. Thus, a total of 27 simulations can be developed
if all combinations of the independent variables are considered. This number
can, however, be reduced by judiciously selecting those combinations of vari-
ables that would cover the range of expected impacts. One method for reduc-
ing the number of scenarios is through the "bracketing" of extreme events.
For example, the effects produced by an average seiche, average lake level,
and minimum flow conditions can be estimated by investigating two scenarios;
one scenario consists of average seiche, minimum flow, and minimum lake
level conditions, whereas the second is composed of average seiche, minimum
flow, and maximum lake level conditions.

Ten scenarios were selected for assessing possible water quality impacts
induced in the lower bay from expanding Kidney Island. All scenario condi-
tions were selected to represent summer periods when water quality conditions
are the poorest. Each scenario is composed of two simulations, one where the
lower bay is simulated with the proposed CDF configuration, and the second
where the lower bay represents existing conditions.

Conditions for the 10 scenario simulations are presented in Table 22. The
combination of conditions was selected to bracket the range of expected
events. The strategy is to focus on simulating extreme conditions where the
higher return period scenarios create conditions that either facilitate or impede
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the transport of pollutants into open water. It should be noted that the scenario
selections in the tables appear symmetrical.

The logic for this should follow the pattern outlined below. High river
flows are expected to occur with extreme seiche condition (i.e., storms). High-
and low-water levels could exist for storm conditions; thus, both extreme water
levels should be examined as shown in the first table. Water level is important
since it impacts flow velocities and the degree of dilution of pollutants.

It is possible for high and low river flows and high and low lake levels to
occur with average seiche conditions. Thus, all four conditions should be
examined. With these four combinations, all four average conditions (for at
least two variables) are bracketed in the table.

Low flows are expected to occur during "no significant seiche" conditions.
However, high-and low-water levels may exist; thus, two conditions should be
examined as shown in the table.

Scenario Conditions

Duration

Strong wind events associated with the passage of cold fronts through the
Great Lakes region occur approximately every 7 to 10 days during the sum-
mer. During these storm events, seiche action and/or high river flows can
provide sufficient momentum for transporting pollutant loadings into the open
water. However, during calm periods river flows may lack sufficient momen-
tum to flush the loadings into the open bay; thus, loadings can reside within
the river until they are flushed into the bay with the passage of the next cold
front.

The duration of each scenario is consistent with the loading cycle discussed
above. Furthermore, because loadings trapped in the river during calm periods
will undergo nutrient uptake and biological degradation, each scenario has a
duration that is approximately equal to two loading cycles (i.e., 21 days). The
first and last 10-day periods of a simulation replicate calm bay conditions.
Seiche/storm conditions will be imposed at the midpoint of each simulation.
For the prolonged calm period, the same 21-day period is simulated, but with-
out significant seiche action.

The first 10-day period provides the water quality model with sufficient
time to spin up and compute reasonable pollutant distributions in the river and
in the vicinity of the Fox River mouth. Once an accurate pollutant distribution
is developed, the flushing of pollutants by a seiche into shallow areas and open
waters can be accurately predicted. Over the last 10-day period, the effects of
the flushed pollutants on dissolved oxygen (for a given region) can be reason-
ably evaluated.
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Table 22
Selected Scenario Conditions

I _Extreme Seiche Conditions

Lake Level
River i...
Inflow Minimum Average Maximum

Minimum X

Average

Maximum X X

Average Seiche Conditions

Lake Level
River
Inflow Minimum Average Maximum

Minimum X X

Average

Maximum X X

No Significant Seiche Conditions

Lake Level
River
Inflow Minimum Average Maximum

Minimum X X

Average

Maximum X

Note: X denotes selected seiche, river inflow, and lake level conditions.

Meteorological Conditions

The important meteorological conditions impacting water quality are tem-
perature, wind speed, and cloud cover. Biological processes are affected by
temperature while reaeration is dependent upon both temperature and wind
speed. Algal productivity is dependent upon light intensity, which is a func-
tion of time and cloud cover.

The meteorological data required for the scenarios consist of cloud cover.
wet bulb temperature, dry bulb temperature, and wind speed. Data from the
Green Bay Municor~al Airport are used for the scenarios. Three sets of 2 1-day
meteorological records corresponding to the periods selected for extreme, aver-
age, and no seiche conditions are used. Meteorological data from these peri-
ods are used because the reacration and seiche are both wind-dependent. Since
the seiche periods are being selected from the summer months, the tempera-
tures during these times are higher than in other seasons. Higher temperatures
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place more ,tress upon the system because of the increased biological activity
and the deceased dissolved oxygen saturation level. It is expected that the
calm seiche conditions in the summer occurred with higher temperatures than
the other two seiche conditions.

Point loadings and water quality boundary conditions

Each discharger along the lower Fox River has a permit issued by the State
of Wisconsin for releasing a maximum allowable BOD5 . The permit loading
for each discharger is a function of the water temperature and Fox River flow.
These permit loadings are used as the point source loadings during the scenario
runs. Point source loadings are generated based on the flow time series
selected for the flow scenarios. BOD5 loadings are varied according to river
flow and the previous day's water temperature. Average values for nitrogen
and phosphorus loadings for these dischargers are used during the scenario
runs.

Headwater nutrient boundary conditions for the scenario runs are heid
constant for the duration of the simulatl)n. Average nutrient concentrations
used in the scenario runs are the .4n.e as those used by the WDNR in its
waste-load allocation runs. Cotistant headwater dissolved oxygen concentra-
tions are used with a diurnal flu(tuation superimposed upon them. Headwater
BOD., concentrations are varied with flow and temperature in the same manner
as was done in the waste-load allocation simulations by the WDNR. Outer
boundary conditions will be held constant throughout tie scenario runs.

Initial conditions

Initial conditions for WQM calibration were generated with constant load-
ings, meteorological conditions, and hydrodynamic input. The input conditions
corresponded to the beginning of the calibration period, i.e., 13 July 1983.
The model was run to steady-state conditions. The steady-state concentrations
for the state variables were subsequently used as the initial conditions for a
model calibration run. The final concentrations from this calibration run were
used as initial conditions for all subsequent calibration and scenario runs.

Selection of Seiche/Wind Events

Two sciche events and one prolonged calm period were selected for repre-
senting the three seiche/wind conditions used in the scenarios. One seiche
represents extreme storm conditions, whereas the other reflects "average stonr"
conditions typically encountered on Green Bay. Time series of water surface
levels for depicting these scenarios were taken from the Angle Light gauge
dat.i sets collected by the USGS during the summers of 1982, 1983, and 1984.
Time series of wind speeds an(l directions recorded at the Green Bay

142 Chapter 7 Scenario Descriptions and Ros•ulls



Municipal Airport were used in simulating the scenarios and these data corre-
spond to the identical time periods as the water level time series data.

The time series of water surface levels selected for depicting the extreme
seiche condition began on 27 August 1982 at 0000 CST and concluded
21 days later at 2400 CST on 17 September. The maximum water surface
level displacement (i.e., range) occurred on 6 September and measured 2.2 It.
Wind directions at this time were primarily from the south-southwest and had
speeds of approximately 7 m/s. Figures 49 and 50 illustrate the water kevel and
wind time histories measured during this period, respectively. Although mea-
sured wind speeds were increased 50 percent in the model, speeds displayed in
Figure 50 depict those measured at the airport.

A distribution of water level displacements was calculated with Angle Light
data to aid in defining the "average storm" seiche condition. Average displace-
ments for the summers (i.e., June through September) of years 1982 through
1984 were 0.55 ft, 0.57 ft, and 0.53 ft, respectively. Tables 23 th,- igh 25
summarize the distribution of displacements for the summers of t,''2 through
1984.

The seiche occurring on 27 June 1984 was selected to represent the "aver-
age storm" seiche condition. This storm produced a maximum water level
displacement of approximately 1.5 ft. or approximately 2.7 times greater than
the mean seiche range. Furthermore, a displacement of this magnitude occurs

P.NGLE LIGHT •GE 5TAT:,O,

I' I 1

_ ii

. : 4.0 11 6.0

Figure 49. Time series of water surface levels for extreme seiche condition
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Figure 50. Time series of wind speeds and directions for extreme seiche
condition

approximately four times per summer. The period chosen for depicting this
condition began on 17 June 1984 at 0000 CST and concluded at 2400 CST on
7 July.

Winds preceding the maximum water surface displacement were from the
west and had speeds of approximately 4 m/sec. The time series of water sur-
face levels and wind speeds and directions are presented in Figures 51 and 52,
respectively.

The period 16 June through 6 July 1982 was chosen to represent the cal-m
seiche condition. Over this 21-day period, the average water level displace-
ment was approximately equal to 0.49 ft, and corresponds to the longest sus-
tained period without significant stonn conditions. The time series of water
surface levels and wind speeds and directions are presented in Figures 53
and 54, respectively.

Selection of River Flow Rates

Historical time series fbr high flow, "average stonn," and low flow condi-
tions were selected from the USGS records of daily averaged flow ratcs for the
Fox and Kewaunee Rivers. Records for the Fox River discharges measured at
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Table 23
Distribution of Water Surface Level Displacements Recorded at
Angle Light In Summer 1982

Displacement Cumulative

Range Sample Frequency Frequency
(ft) Size (percent) (percent)

0.00-0.25 39 9.1 9.1

0,25 - 0.50 171 39.9 50.0

0.50 - 0.75 122 28.4 78.4

0.75- 1.00 74 17.2 94.6

1.00- 1.25 15 3.5 98.1

1.25- 1.50 7 1.6 99.7

1.50- 1.75 0 0.0 99.7

1.75 - 2.00 0 0.0 99.7

2.00 - 2.25 1 0.2 100.0

Table 24
Distribution of Water Surface Level Displacements Recorded at
Angle Light in Summer 1983

Displacement Cumulative
Range Sample Frequency Frequency
(it) Size (percent) (percent)

0.00 - 0.25 50 10.8 10.8

0.25 - 0.50 165 35.7 46.5

0.50 -0.75 141 30.5 77.0

0.75 - 1.00 61 13.2 90.2

1.00- 1.25 29 6.3 96.5

1 .25 - 1.50 11 2.4 98.9

1.50-1.75 5 1.1 100.0

1.75- 2.00 0 0.0 100.0

2.00- 2.25 0 0.0 100.0
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Table 25
Distribution of Water Surface Level Displacements Recorded at
Angle Light In Summer 1984

Displacement Cumulative
Range Sample Frequency Frequency
(it) Size (percent) (percent)

0.00-0.25 64 12.9 12.9

0.25 - 0.50 181 36.6 49.5

0.50-0.75 169 34.1 83.6

0.75- 1,00 54 10.9 94.5

1.00- 1.25 16 3.2 97.7

1.25-1.50 8 1.6 99.3

1.50-1.75 3 0.7 100.0

1.75-2.00 0 0.0 1000

2.00 - 2.25 0 0.0 100.0

iNIGLC LIGCT GAGE STATION

"E 1

Of

Figure 51. Time series of water surface levels for average storm seiche
condition

146 Chapter 7 Scenario Descriptions and Results



GREEN eAY AIRPORT

CLto

0.0 72.0 114.0 216.0 288.0 360,0 132.0 504,1

TIME (HRS)

L'tO

O.C 72.0 144.0 216.0 288.0 360.0 ii2.1 5714.

T IMC (HRS)

Figure 52. Time series of wind speeds and directions for average storm seiche
condition
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Figure 53. Time series of water surface levels for calm seiche condition
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Figure 54. Time series of wind speeds and directions for calm seiche condition

the Rapid Croche Dam begin in 1917, and 71 years of daily data are available.

Beginning in 1961, the Kewaunee River records contain 29 years of daily flow

rates. In constructing the Fox and East River discharge data sets, it was

assumed that flood flows and seiche action are in temporal phase. Thus, the

first day of rising flood waters corresponds with the day of peak seiche action
(i.e., the middle of the 21-day period).

This assumption aids in preserving the hydrodynamic and hydrologic phas-

ing between the storm-induced bay and river events. Furthermore, using his-

torical time series data ensures, to a certain degree, that the hydrologic

response of the Fox River is maintained or replicated in the scenarios. The

selected time series, which are discussed below, represent summer flow condi-

tions only.

The historical flows for the months of June through September were

analyzed for selecting the appropriate time series. Concerning the high and

average storm conditions, the highest daily average flow for June through Sep-

tember of each year of record was recorded, along with its date of occurrence.

These peak flows were ranked and the frequency of occurrence was deter-

mined using a Log-Pearson Type III analysis procedure. Table 26 provides the

frequency of flood flows derived from this analysis.

A flood having a 20-year return period was selected for depicting the high

flow condition. As shown in Table 26, a flood with this return period has a

peak discharge of approximately 16,000 cfs. Reviewing the dates of
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occurrence, which were assembled during the flood analysis procedure, a
21 -day period starting on 1 September 1986 and ending on 21 September was
chosen to represent the high flow condition. Figure 55 illustrates the hydro-
graph of Fox River flow rates.

Inspection of Figure 55 shows that, during the 21-day period, the Fox River
has a peak discharge of approximately 12,000 cfs. This apparent discrepancy
in peak flows results from the 12 dams within the Fox River drainage basin
attenuating the flood. With this high number of dams along the river, the Fox
River becomes a highly regulated system, and is capable of attenuating flood
discharges for extended periods of time. Concerning the flood beginning on
11 September 1986, the peak flow was measured on 13 October 1986, or
33 days after the flood began. Flow rates exceeding 10,000 cfs were measured
at the Rapid Croche Dam for over 60 consecutive days. A cursory review of
other extreme flood events shows that these floods also have long durations,
and that the duration of the 11 September 1986 flood is consistent with other
high flow events.

The time series of river flows beginning on 25 June 1978 and extending
through 16 July 1978 was selected to represent the "average storm" flow con-
dition. During this period, the Fox River experienced a peak discharge of
6,980 cfs, which represents a flood having a 2-year return period. Figure 56
presents the river flow time series selected for this condition.

A 21-day summer period containing the 7Q10 flow (i.e., 7-day average
low-flow event that has a frequency of occurrence once every 10 years) was
selected to represent the low river flow condition. The procedure used for
determining the 7Q10 is similar to that used in selecting high flow events.
Fox River daily average flow data were analyzed to determine the minimum
7-day average flow rate during June through September for each year of
record. This information was saved for each of the 71 years of record. These
data were ranked and analyzed using a Log-Pearson Type III procedure to
determine the flow having a 10-year return period. From this analysis, it was
determined that the 7Q10 has a magnitude of 990 cfs.

Given the magnitude of the 7Q10, the yearly minimum flow data were
inspected to select an appropriate flow event. For this condition, the period
starting on 25 July 1937 and concluding on 15 August 1937 was selected.
Figure 57 illustrates the river flow time series for this condition.

For higher flow events, time series of Kewaunee River flows were selected
having the identical dates as those for the Fox River flows. Howcven, for the
period selected to represent the low-flow condition, no discharge records exist
for the Kewaunee River for the year 1937. Therefore, a second analysis was
performed to determine the 7Q10 for this river. The period of 22 July 1988
through 11 August 1988 was selected for representing the low-flow condition.
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Table 26
Return Periods of Fox River Flood Discharges
Return Period Discharge

(yr) (cfN)

1.01 1,689.0

1.25 4,228.0

2.00 6,970.0

5.00 11,343.0

10.00 14,548.0

25.00 18,900.0

50.00 22,327.0

100.00 25,855.0

b 0 RPP[ CROCHE

o/ \• \ //7,.

72L l.Ou 2WO 36.0 ý2. 0 51,.0

TE•' (HRSI

Figure 55. Time series of maximum Fox River flow condition
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Selection of Long-Term Lake Levels

Monthly mean water levels for lower Green Bay were compiled by the
NOAA for the years 1955 through 1980. Furthermore, these records span the
time periods in which historical minimum and maximum water levels were
measured on the upper Great Lakes. For the summer months, the minimum
monthly mean water level was recorded in May 1964 at a level of 575.9 ft
IGLD, whereas the maximum monthly mean water level of 581.1 ft IGLD was
experienced in June 1974. The average, summer mean water level for this
26-year period was approximately 578.81 ft IGLD.

Lake levels selected for the scenario simulations consist of the average
summer mean water level presented in the above paragraph, whereas the high
and low lake levels are 580.50 ft IGLD and 576.93 ft IGLD, respectively.
Elevations for the high and low lake levels are equal to the average summer
mean water level ± 1.5 times the standard deviation (i.e., 1,367 ft) in lake
levels over this 26-year period.

Several areas within the lower bay become exposed at the selected average
and low lake levels. These areas, such as portions of Grassy Island, are
denoted in Figure 11 with double crosshatch shading. Consequently, the
exposed areas were specified as land in the model.

In trial simulations, it was found that the extreme and average seiche condi-
tiuns would lower the water level such that those areas denoted with a single
crosshatch in Figure 11 would become dry. This phenomenon only occurs
during periods of significant drawdown. Therefore, as opposed to removing
these cells from the model, cell depths were increased by 0.6 ft.

Analysis of Hydrodynamic Impacts Resulting
from CDF Expansion

For each scenario, flow rates were computed across several transects within
the study area. Transect positions are presented in Figure 58. Figures 59
through 64 provide a comparison of flow rates between the existing and pro-
posed CDF configurations for the extreme seiche, extreme river flow, and
minimum lake level scenarios. Furthermore, the figures display the discharges
during the period of extreme seiche action. Flow directions are referenced
relative to the grid axes; negative flows represent flows in the negative x- and
y-directions, whereas positive flows represent flows in the positive grid direc-
tions. In other words, flows directed towards the south and east are defined as
positive values, whereas northerly and westerly directed flows are defined as
negative.

Of those transects placed in the vicinity of the Fox River mouth, the great-

est change in flows was measured at transect 11, which extends from the CDF
to Grassy Island. Because the expansion reduces thc c.-cy'y.. " th
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reach, it can be expected that this transect would experience a reduction in
flows. As shown in Figure 59, the proposed CDF reduces the discharges, in
both the east and west directions, across this transect.

With a reduction in flow across transect 11, increased flows should be
experienced across transects 3, 4, 9, and 12. (Changes in flow across
transect I should be negligible during periods of bay-directed flows due to the
momentum induced by the river.) The greatest change in flows can be seen
for this period across transect 3. Negligible changes in flows are displayed at
transects 4, 9, and 12.

Transects shown in the above figures form a "closed box" around the criti-
cal area at the confluence of the Fox River. For the expansion to adversely
impact water quality conditions in regions that are presently and relatively
unaffected, greater quantities of pollutants must be transported into these
regions. To a certain degree, those areas affected by the expansion can be
identified by a change in flow across a given transect. However, conclusions
concerning water quality impacts derived solely from changing flow rates can
be misleading because of several factors which the hydrodynamic model does
not measure. These factors include pollutant concentrations, residence time,
and mixing of bay and river waters. Analysis of the hydrodynamic model
results can be used, however, to identify changes in current patterns, which
influence the transport of pollutants through the lower bay.

:. . ,.. //

,4 
I

Figure 58. Location of transects in lower Green Bay
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Figure 59. Comparison of discharge computed at transect 1
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Figure 60, Comparison of discharge computed at transect 3
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Figure 61. Comparison of discharge computed at transect 4
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Figure 62. Comparison of discharge computed at transect 9
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Figure 63. Comparison of discharge computed at transect 12
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Figure 64. Comparison of discharge computed at transect 12
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One means of quantifying the change in current patterns is through a statis-
tical averaging of flows at each transect. Tables 27 and 28 summarize the net
flow entering/exiting the critical area for the 10 scenarios. Table 27 presents
the net flows computed with the existing CDF configuration, whereas net
flows computed with the proposed configuration are given in Table 28.

Flows have been normalized and are expressed as a percentage of the total
net flow entering the critical area. Furthermore, values quoted in brackets
represent the fraction of total net flow entering the critical area, whereas values
without brackets represent that fraction exiting this area.

The minimum seiche, minimum river flow, and minimum lake level scen-
arios reflect a condition that is dominated by calm water level fluctuations.
For the existing CDF configuration simulation, 48.4 percent of the net river
flow exits the critical area through the channel (i.e., transect 3). The second
greatest proportion of net river flow, 33.9 percent, exits through transect 11, or
that transect most affected by the CDF expansion. For the remaining transects.
10.3, 7.3, and 0.2 percent of the net river flow exits through transects 4. 9, and
12, respectively.

With the proposed configuration, net river flow exiting through transect I I
will decrease from 33.9 percent to 31.4 percent, or a reduction of 2.5 percent
of the net flow. A decrease of 0.8 percent is also exhibited at transect 4. The
bulk of the change, or 2.3 percent of the net flow, will be transported through
the channel. The remaining fraction, 0.3 percent, will be transported into Peats
Lake (i.e., transect 9), and 0.6 percent will pass behind Kidney Island
(transect 12).

Other tendencies in the lower bay's current patterns can be discerned by
comparing the proportion of net river flows between the various scenarios.
For example, the bulk of the net flow exits the critical area via the channel.
At minimum lake levels, flow exiting through the channel for the different
scenarios ranges from 24.6 percent to 51.5 percent of the net river flow. This
proportion is reduced, however, at higher lake levels. At maximum lake lev-
els, between 16.3 percent and 33.6 percent of the net river flows exit the area
through the channel. This phenomenon is attributed to lower bottom friction
effects due to deeper water depths. With deeper water depths, less impedance
is imposed on flows by the bottom friction, permitting greater flow volumes to
enter shallower areas.

Lake levels also have a large impact on the net flow through transect 4,
which is located along Grassy Island. At lower lake levels, portions of Grassy
Island become exposed, thus reducing the conveyance of water through this
area. At higher water levels, greater water volumes pass through this transect.
Similarly, the proportion of net river flow increases for transect 12, or behind
Kidney Island. A portion of these increases is reflected in the decrease in net
flow through the channel.
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As shown in Table 29, which summarizes the change in net river flow due
to the expansion for the 10 scenarios, decreasing net flows across transect 11
are experienced in each scenario. This decrease is attributed to the reduction
in conveyance through this transec!. Thz dzcreasc in, net flows ranges from
3.0 percent to 5.2 percent of the net river flow. The average reduction is
3.8 percent. As is to be expected, the decrease in flows through transect 11
increases the net river flow through the remaining transects which surround the
critical area.

Comparing changes in net flow, the greatest increase in net flows occurs
through transect 3, or the channel. Neglecting the extreme seiche, minimum
river flow, and average lake level condition, the averaged net flow through the
channel increases by a proportion equal to 2.4 percent of the net river flow.
Averaged increases in flows across transects 4 and 9 are approximately equal.
However, transect 4 appears to be more sensitive to changing scenario condi-
tions. Flows behind Kidney Island also exhibit sensitivity between the various
scenarios.

Input Description for Water Quality Scenario
Analyses

As discussed earlier, the conditions for the scenarios are intended to provide
an extreme range of expected forcing conditions (i.e., flows, seiches, and lake
levels) that could occur in the lower Green Bay. Each scenario evaluation
consisted of two water quality simulations. One simulation was made with
existing conditions and another with the planned Kidney Island expansion in
place. Concentrations of all state variables for all cells were output on a 3-hr
basis over the duration of the run. Other than the difference in the grids
resulting from the expansion of Kidney Island, everything else about the two
runs was identical.

Three additional HM grid linkage (map) files were generated for the high-
lake-level expanded island case and for the low-lake-level existing and
expanded island cases. Map files used for the calibration period were used for
the high-water existing case. Map files for the low-water cases were used for
the average-lake-level scenarios. Two sets of hydrodynamics (i.e.. existing and
planned expansion) were generated for each scenario using the appropriate map
files. The HM was allowed to spin up for two days beforc generating hydro-
dynamic output for the WQM. Thus duration of each water qtu:lity scenario
simulation was 19 days.

Meteorological data corresponding to the time fram, of the sciche condition
were used to generate daily equilibrium temperatures and heat exchange coeffi-
cients, fractional day lengths, daily solar radiation, and daily average wind
speeds for the scenarios. Point source loads, except for CBOD1 . and CBOD,,
were set to the levels used in the WDNR waste-load allocation study and held
constant during the scenario runs. CBOD1 and CBODR were allowed to vary
but were always set to the maximum pennitted load for each discharger. The
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total CBOD 5 that could be discharged by all point sources varied as a function
of temperature and the average of the preceding four days flow at Rapid
Croche Dam. The relationship between average flow and temperature and
allowable total CBOD5 load for all discharges is indicated in the WDNR
waste-load allocation report (Patterson 1985). Once the total CBOD, that
could be discharged was determined, it was divided among the various dis-
chargers, converted to CBOD,, atJ then separated into CBODL and CBODR.

Maximum permit loads were used so that the worst case dissolved oxygen
conditions for each scenario would be simulated and any difference in DO
resulting from expansion would be more evident. This approach resulted in a
rigorous test for violation of the 5.0-mg/L state DO standard. The maximum
allowable CBOD loading is directly related to flow. As flow changed, the
CBOD loadings changed so that the maximum allowable CBOD load was
always being applied. In reality, industrial loads are a function of production
schedules and domestic loads are a function of population and per capita
usage. It is very doubtful that industrial production would follow the fluctua-
tions in flow, especially in the high water scenario, that the scenario loads did.
The permit loads are far above the loadings used in the calibration period and
reflect a worst case condition since several dischargers currently operate well
below the permitted levels.

Headwater boundary conditions were held constant over the duration of
each scenario except for CBODL, CBODR, and dissolved oxygen. CBODL and
CBODR were varied as a function of flow and temperature. Relationships
among temperature, flow, and CBOD for the lower Fox River are indicated in
the WDNR waste-load allocation report (Patterson 1985). The headwater tem-
perature was held constant at 27 °C, which was the average temperature during
the calibration period. Headwater dissolved oxygen concentrations were based
on saturation at 27 'C with a 1.7-mg/L diumal swing. The same boundary
conditions were used for the outer boundary and East River headwater bound-
ary conditions that were used in the calibration runs. The same initial condi-
tions were used during the scenarios as during calibration. All scenarios were
run using a constant algal production rate (P.-=3.0 day') in the Fox River.

In order to observe flow pattern variation resulting from expansion of
Kidney Island, a conservative tracer was injected into the same cell that
GBMSD point load was applied in. This tracer was injected at a rate of
1,000 kg/day. Tracer concentrations were monitored in all cells and output
was monitored at 3-hr intervals.

Methods of Scenario Analysis

Ten water quality scenarios were run in order to determine the impact of
Kidney Island expansion upon water quality (Table 22). For case of referring
to a specific scenario, a three-letter nomenclature is used. as indicated in
Table 30. Each scenario consisted of a WQM run with existing conditions and
a WQM run with the Kidney Island expansion in place. For each WQM run,
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results were saved every
3 hr for all computational Table 30
cells and for all state vari- Water Quality Scenarios
ables. These results were I . ..
archived to tape. Results Scenwio Description

were saved at 3-hr intervals EEE Extreme Seiche

to reduce output files to a Extreme River Flows

reasonable and manageable Extreme Lake Level

size. Three-hour output is EEM Extreme Seiche

considered frequent enough Extreme River Flows

to determine impacts, and Minimum Lake Level

for practic, purposes can be EMA Extreme Seiche

considered as "instanta- Minimum River Flows

neous." The saved scenario Average Lake Level

results were post-processed AEE Average Seiche

and analyzed for various Extreme River Flows

measures of change as Extreme Lake Level

explained below. AEM Average Seiche

Extreme River Flows

Maximum changes (i.e., Minimum Lake Level

maximum instantaneous and AME Average Seiche

average decrease from exist- Minimum River Flows

ing to plan conditions) in Extreme Lake Level
DO and the respective loca- AMM Average Seiche

tions were determined for Minimum River Flows

each scenario simulation. Minimum Lake Level

Maximum instantaneous MEA Minimum Seiche

(i.e., 3-hr interval) DO Extreme River Flows

decrease was determined by Average Lake Level

comparing the change in MME Minimum Seiche

DO, from existing to plan, Minimum River Flows
every 3 hr for all computa- Extreme Lake Level

tional cells and retaining the MMM Minimum Seiche

largest decrease and its Minimum River Flows

respective cell location. The Minimum Lake Level

maximum decrease in aver-
age DO was determined by computing the average DO for the entire scenario
simulation (existing and plan simulations), for each computational cell, and
searching for the maximum decrease and its respective location.

Four plotting methods were used to further evaluate the scenario results.
These plots are grouped by scenario and are shown for select scenarios in
Appendix D. The first four of the five scenarios (AEE, EEE, EEM, AEM, and
MMM) selected for inclusion in Appendix D (Figures D1 through D36, respec-
tively) extumted the greatest impact in terms of decrease in DO from existing
to expanded island. Scenario MMM was added to exhibit the effects of mini-
mum seiche, flow, and lake level. The plots in Appendix D consist of:

a. Time series plots of CBOD1 , conservative tracer, and DO concentrations
at selected stations for existing and plan conditions.
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b. Time series plots of the differences in plan and existing (i.e., plan minus
existing) concentration for CBODL. conservative tracer, and DO at
selected stations.

c. A plan view of bay shading plots of average conservative tracer concen-
trations for existing and plan conditions.

d. A plan view of bay shading plots of the differences in average conserva-
tive tracer and average DO concentrations between existing and plan
conditions.

e. A plan view of bay shading plots of lowest instantaneous DO concentra-
tions for existing and plan conditions.

Time series plots of DO, CBOIL, and conservative tracer were generated
for existing and plan conditions at selected stations. The conservative tracer
was injected at the mouth of the Fox River at the same location as the
GBMSD discharge. Time series were plotted for nine stations for each
scenario. Six of these stations are common to all scenarios. These six
stations, which are shown on a map for each scenario in Appendix D, were
positioned as follows:

Station I - About 250 m north of the expanded Kidney Island.

Station 2 - Between Kidney Island and the eastern shore.

Station 3 - About 1,700 m north of the expanded Kidney Island.

Station 4 - Between Kidney Island and the western shore.

Station 5 - Between Kidney Island and the southern shore.

Station 6 - At the mouth of Fox River.

The location of the seventh station varies from scenario to scenario. The sev-
enth station is the cell that has the largest instantaneous decrease in dissolved
oxygen between existing and plan conditions at any time during the scenario
simulation. The location of the eighth station is the cell which had the largest
decrease in average DO. The ninth station is composed of two cells, one
located on the north face of the existing island and one on the face of the
expanded island at approximately the same cast-west location of the first cell
(i.e., existing island shore). The locations of all stations are indicated on a
map for each scenario in Appendix D (Figures DI, D8, D15, D22, and D29).

Shading plots of scenario average values were generated by determining the
simulation time-average value of DO and conservative tracer in each cell based
upon the values output at 3-hr intervals. Shading plots of the changes, in
average conservative tracer and DO levels were generated by determining the
differences in the average concentration of each cell. Shading contrasts corre-
sponding to the concentration ranges are shown on the shading plots.

Chapter 7 Scenario Descriptions and Results



A number of analyses were performed to evaluate the effect of the expan-
sion on the violation of the state minimum DO standard (5.0 mg/L). These
included determination of the number of DO standard violations, minimum DO
concentration, and the DO volume-days of violation. The procedures used to
determine each are detailed later.

Water Quality Scenario Results

Changes In dissolved oxygen

A summary of DO changes for all 10 scenarios is presented in Table 31.
This summary is presented in order of decreasing maximum instantaneous DO
decrease. It is noted that scenario AEE resulted in the maximum instantaneous
decrease in DO, while scenario AEM had the maximum decrease in average
DO of 0.891 mg/L. The first five scenarios caused the greatest decreases in
DO for both measures of change. The maximum instantaneous decrea.,cs in
DO are much larger than the maximum decrease in the average DO because
slight phase shifts (in time) of DO fluctuations can reflect rather large DO
changes for short periods of time. The large differences in DO seem to occur
when a sudden increase in concentration in the plan lags the same increase in
the existing case. The time series plots of DO that follow illustrate this.
When the maximum decrease in average DO is calculated, it is evident that the
overall decrease in DO in all cells resulting from expansion is minor.

Time series plots

The locations of stations selected for time series plots are shown in Figures
DI, D8, D15, D22, and D29 for the five scenarios presented. Time series
plots of DO (Figures D2, D9, D16, D23, and D30) indicate that the maximum
instantaneous DO differences listed in Table 31 were short-term events. In
most cases, the time series for DO were very similar for plan and existing
conditions throughout the scenario. As discussed above, most differences are
due to time phase shifts, where differences generally resulted from the increase
in DO in the plan lagging slightly behind the increase in DO in the existing
case. Since model concentrations were output on a 3-hr basis, slight time
phase differences between the existing and proposed cases were amplified and
could contribute to the magnitude of the differences.

Time series for station 1 in scenario EEM (Figure D16) indicate slight
increases in CBODL and the conservative tracer after expansion. The period of'
the most significant increase in CBODL corresponds to the largest decrease in
DO at that station. The increased levels of tracer and CBODL are indicative of
the waste plume passing across the face of Kidney Island being displaced
outward by the expansion. Slight increases in conservative tracer concentra-
tions and CBODL were observed at station 5 behind Kidney Island. A period
of slightly decreased DO levels around day 12 occurred at this station. This
period occurred under both existing and plan conditions but was of slightly
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Table 31
Summary of Changes In Dissolved Oxygen

Maximum Inst. Location WOM Maximum Decreae Location WOM
DO Decrease Cell No., HM In Average DO Coll No., HM

Scenario (ma/L) Cali(t,J) (mg/L) CelklI,J)

AEE 5.504 4196 (49,72) 0.591 3913 (51,67)

EFE 4.210 3692 (42,63) 0.616 3534 (43,60)

MEA 3.895 3436 (43,59) 0.517 3327 (43,57)

EEM 3.812 4090 (45,71) 0.579 3595 (43,62)

AEM 3.717 3489 (43,60) 0.891 3489 (43,60)

EMA 3.293 2997 (46,51) 0.074 3701 (43,64)

AMM 2.484 2945 (47,50) 0.080 3913 (39,68)

AME 2.646 3638 (41,62) 0.320 3799 (43,65)

MME 2.494 3147 (47,53) 0.265 3379 (51,57)

MMM 2.008 3868 (51.67) 0.119 3701 (43,64)

longer duration under plan conditions. Although island expansion did affect
concentrations of CBODL, tracer, and DO somewhat at these two stations,
overall the same trends were followed and the post-expansion conditions are
similar to the pre-expansion conditions. At station 2 located east of Kidney
Island and station 3 located north of Kidney Island, the differences in pre- and
post-expansion simulations were minimal. At station 6 at the mouth of the
Fox River there were no differences, as would be expected dv'- to the high
flow conditions. Differences in concentrations at station 4 near Peats Lake
were imperceptible. Therefore, it is evident that, for this scenario, expansion
did not redistribute flow to the western portion of the bay.

The results at stations 1-6 for scenario EEM discussed above are typical of
the pattern observed in the other scenarios. The largest deviation from existing
conditions occurred at the stations closest to the island, station 1 and station 5.
Minor, almost imperceptible, differences between existing and plan conditions
occurred at stations 2, 3, and 6. Practically no differences can be detected at
the station near Peats Lake (station 4). Therefore, it appears that the expansion
has no impact upon the area surrounding station 4. The impact of expansion
upon DO, CBODL, and conservative tracer is clearly demonstrated in the time
series plots of concentration differences (Figures D3, DI0, D17, D24,
and D31).

Time series plots for the stations experiencing the largest instantaneous DO
change at any time during the scenario are shown at station 7. The locations
of these stations for all scenarios are shown in Figure 65 and in Figures Dl,
D8, DI5, D22, and D29. Existing and post-expansion concentrations of DO,
tracer, and CBODt. are generally very similar at station 7 for all scenarios.
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Figure 65. Cells with largest instantaneous decrease in DO for all scenarios

The large instantaneous differences in DO at station 7 (listed in Table 31 for
eac~h scenario) are short-term events. Only in scenario AEM (Figures D23
and D24) are there significant differences in DO for a sustained period of the
simulation. This same cell in scenario AEM had the largest decrease in aver-
age DO. All cells that had the largest instantaneous decrease in DO were
located in the vicinity of Kidney Island. These cells were actually next to the
island in three scenarios. For the other scenarios, they were close to the island
(in its "shadow").

Station 8 is the location of the cells that experienced the maximum diecrease
in average DO and is shown in Figure 66 and Figures Dl. D8, D15, D22,
and D29 for all scenarios. For nine of the ten scenarios, this cell was adjacent
to Kidney Island. Thaese cells next to the expanded island experienced the
largest change in circulation. Conditions prior to expansion for these cells
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were more representative of open water. After expansion, these cells were
along the boundary of Kidney Island where velocity gradients are greatest.
Expansion simply pushes water that is near the existing boundary further out.

Time series plots for station 9 (Figures D2, D9, etc.) are actually a com-
parison of two different cells. One cell is adjacent to the north face of the
existing Kidney Island. The second cell is on the face of the expanded Kidney
Island in the same row as the first cell (i.e., immediately north of the first
cell). Agreement between pre- and post-expansion conditions at these cells is
much better than agreement at station 8. Concentrations in the cells that com-
pose station 9 are similar throughout each scenario and follow the same pat-
terns within a scenario. This indicates that similar conditions exist along the
shore of Kidney Island before and after expansion. Therefore, the differences
predicted along the boundary of the island are due primarily to comparison of
post-expansion boundary conditions to pre-expansion open-water conditions.

Conservative tracer shading plots

Bay-wide, plan view shading plots of conservative tracer were used to
determine the spatial extent of Kidney Island expansion impact on pollutant
transport. In the plots of average concentration (Figures D4, D 11, D 18, D25,
and D32), darker areas indicate higher average concentrations. Scenarios with
high Fox River flows experienced the highest conservative tracer concentra-
tions in the area stretching from the Fox River mouth eastward along the
shore. It appears that a portion of the Fox River flow passes between Kidney
Island and the shore or along the front face of Kidney Island between Kidney
Island and Grassy Island. In scenarios EEE and AEE, the highest average
tracer concentrations were between Kidney Island and the shore. The area
along the front face of Kidney Island has elevated tracer concentrations, but
not as high as the area behind the island. Scenarios AEM and EEM also have
high average tracer concentrations behind the island but have higher tracer
concentrations along the front of Kidney Island than in EEE and AEE. This
area of higher tracer concentrations (>0.20 g/m3) forms a narrow (2-3 cell)
band along the north boundary of the island. Scenarios AEM and EEM are
minimum water level scenarios, while EEE and AEE are txtreme (high) water
level scenarios. It appears that the higher concentrations along the north
boundary in scenarios AEM and EEM are due to shallow water between the
island and shore that forces more water north of the island. The above results
are very similar for both existing and plan conditions.

Scenario AEM and AEE results indicate higher tracer concentrations in the
western portion of the bay, Peats Lake, than do scenarios EEE and EEM.
Scenarios AEM and AEE are average seiche condition scenarios, while EEE
and EEM are extreme (high) seiche scenarios. All other conditions are the
same; thus, the difference in seiche conditions must affect the anmount of flow
entering Peats Lake.
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Figure 66. Cells with the largest decrease in average DO for all scenarios

To better assess the impact of expansion upon tracer concentrations, the
differences in the average tracer concentrations need to be viewed (Figures D5,
D12, D19, D26, and D33). Darker areas indicate increased average tracer
concentration after the expansion. It is important to note that a change in the
shading intensity of a cell between the existing and plan cases does not neces-
sarily signal a dramatic increase in tracer concentrations. Instead it indicates
that the average concentration of conservative tracer in that cell increased until
it exceeded the threshold of the next shading range.

Shading plots of differences in average tracer concentrations between exist-
ing and plan conditions indicated that tracer concentration throughout the bay
remained relatively unchanged between existing and plan cases for each sce-
nario. Increases in average tracer concentration were limiled to the region
surrounding Kidney Island, mostly on the northern side. No increases in tracer
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concentration between existing and plan configurations are indicated in the
western portion of the bay. The degree to which tracer concentrations change
around Kidney Island varied among scenarios.

Scenarios AEM and AEE had the largest increases in average tracer con-
centrations, which occurred along the north boundary of expanded Kidney
Island. These increases occurred when flow passing the north boundary was
displaced by expansion. Prior to expansion, a plume of water containing high
tracer concentrations passed along the north oundary of the island. rCncen-
trations in this plume decreased with distance out from the ,.-undary. Xttcr
expansion, this plume still followed the boundary of the expanded island, but
the cells bordering the face of the expanded island were in open water prior to
expansion. Prior to expansion, average tracer concentrations in these cells
were lower than concentrations after expansion because of the repositioning of
this plume. Scenarios EEE and EEM also registered increases in average
tracer concentrations along the boundary of Kidney Island for the same rea-
sons. The magnitude of the increases was less that those of AEM and AEE,
which is attributed to differences in seiche conditions.

In all scenarios, no increases in average tracer concentrations were indicated
except for the area immediately around Kidney Island. Therefore, expansion
does not have any effect on transport over large portions of the bay. including
Peats Lake.

DO shading plots

Bay-wide, plan view shading plots of the differences in simulation average
DO concentrations indicate that the effects of expansion are localized around
Kidney Island (see Figures D.1.6, D.2.6, D.3.6, D.4.6, and D.5.6). The loca-
tions of the regions around Kidney Island which experienced decreases in
average DO after expansion were generally the same regions which experi-
enced increases iii average tracer concentrations (mostly on the norhlern side).
One reason why these areas do not match exactly can be attributed to the fact
that the increments lised for DO and tracer shading do not correspond.

In most cases, the cell with the maximum decrease in average Do ':t s
adjacent to the Kidney Island expansion. Prior to expansion these cells were
not adjacent to Kidney Island. Expansion of Kidney Island brought the island
out to lb 'se cells. Comparison of existing and post-expansOn tondtlito ns in
the cells ne;'t to the expansion amounts to comparison of conditions in a cell
away from the island (existing cunditions) and a cell next to the island
(expanded o'Nditions). The poorer w:,ter quality found along the edge ot the
existing island was displaced to the edge of the expanded island. Thus.,
decreases inl DO around the expansion .esult from displacemcen ratlhcr thain
degradation. Little or no (legradationl in DO occurs bIhl•ecI the islald Mnd

south shore as; a resull of expansioln. This is (d11e to Ithe in-crealsed 1lm (l.e,
flushing rate) in this area as noted under thie I %l rcsulls.
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In two scenarios, AEE and MME, the cells with the largest decreases in
average DO were located on the right and left sides of Kidney Island where
the expansion connects with the existing island. These cells are in the comers
created by the connection of the expansion to the existing island and experi-
enced significant changes in circulation after expansion compared to pre-
expansion conditions. In scenario AEE, the cell with the largest decrease in
average DO was located on the eastern side of Kidney Island (side away from
the Fox River mouth). This scenario was a high-flow scenario and conserva-
tive tracer plots indicated that this region was in the wake of the flow passing
around the island. In scenario MME, a low-flow, minimum-seiche scenario,
the cell with the largest decrease in average DO was on the western side of
Kidney Island (side closest to the Fox River mouth). The hydrodynamic con-
ditions of this scenario resulted in little flushing of this comer. Prior to expan-
sion the flow could follow the boundary of Kidney Island around the island.
After expansion, the flow along the southwestern edge of Kidney Island was
partially blocked by the expansion and there wasn't enough energy in this
scenario to keep thc cell in the comer flushed.

Figures D7, D14, D21. D28, and D35 are bay-wide, plan view shading
plots of lowest (throughout the scenario simulation) instantaneous DO concen-
trations for existing and plan conditions. Each cell is shaded according to the
lowest DO predicted for that cell without regard for when it may have
occurred. The regions which are shaded vary from scenario to scenario. How-
ever, for a given scenario, the same regions are shaded to the same degree in
both pre- and post-expansion conditions, This indicates how similar the mini-
mum DO concentrations are throughout the bay.

Violations of minimum DO standards

In this section, comparisons are made between the pre- and post-expansion
DO conditions as related to the state minimum DO standards (5.0 mg/L). In
these comparisons the first day's data (day 0.0 to day 1.0) were omitted and
only data from days I through 19 used. The first day was omitted from these
comparisons to decrease the impact of initial conditions upon the interpretation
of the WQM results.

Dissolved oxygen concentrations for all cells were output in 3-hr .ntervals
for all cells during the water quality scenarios. The number of these 3-hr
outputs that the DO was below 5.0 mg/L were determined with and without
the expansion in place for all cells and for all scenarios. It must be remem-
bered that when the DO was below 5.0 mg/L by any amount, no matter hlow
small, it was counted. It is pointed out, however, that the wase-ioad alloca-
tions were based on 24-hr average values of DO.

The cells in which the DO fell below 5.0 rag/I_ the most are summarized in
Table 32 for each scenario. In seven of the scenarios, the cells which had the
most DO concentrations below 5.0 mg/l, after expansion were the saiiie cell or
adjacent to the cells which had the most MOs below 5.0 mg/L belore expan-
sion (see Figures 67 and 68).
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The lowest DO concentration for each scenario was determined for both
pre- and post-expansion conditions (Table 33). The DO concentrations, which
were output at 3-hr intervals, were searched and the !owes: DO that occurred
in any cell was determined. Locations of these cells are shown in Figures 69
and 70.

The total number of occurrences of violation of the state DO standard
(5.0 mg/L) for the entire study area were determined for each scenario as
shown in Table 34. This value is the sum of the number of total violations of
the state DO standard for all cells, The data contained in Tables 33 and 34
demonstrate that the pre- and post-expansion DO conditions are very similar.

Figures 68 and 70 demonstrate that the expansion does not cause DO deg-
radation upstream of the Fox River mouth, which is critical for existing
wasteload allocations. The same three scenarios experienced their maximum
number of DO violations within the Fox River for both pre- and post-
expansion conditions (see Figure 68). The lowest DO occurred within the Fox
River for three pre-expansion scenarios, whereas only one post-expansion
scenario had the lowest DO within the Fox River, at the same location as the
pre-expansion condition (see Figure 70).

The determination of the number of state DO standard violations did not
indicate the degree of these violations. Any DO concentration below 5.0 mg/L
was counted as a violation without regard to its magnitude. While it is
important to know how far the DO falls below the state standard, it is also
important to determine the volume of water to which this condition applies.
The DO deficit was determined for the cells in which violations occurred by
multiplying the cell volume by the difference between 5.0 mg/L and the pre-
dicted DO concentration. Since DO concentrations were output at 3-hr inter-
vals, these deficits were assumed to last until the next DO output, at which
time new deficits were calculated. The deficit was multiplied by the 3-hr
interval to yield DO deficit-days. DO deficit-days (g 02-days) are computed
from

DO-deficit-day = V * (5.0 - DO) * (3/24)

whe re

V = cell volume (In')

The deficit-days were summed for all cells to arrive at one vadue for 0th pre-
and post-expansion conditions for each scenario (Table 35).

If all cells in the grid maintained the state standard of 5.0 mg/L throughout
the 18 days of scenario used for comparisons, the total DO mass duration
required would be 3.(A2* 10' g O-days. Therefore, the largest DO deficit
days of 0.31" 10V g 0 2-days (Table 35) represents about 0. 10 percent of the
total DO mass duration required for state standards throughout the simulation.
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Figure 68. Cells With Most 00 violations, Fox River mouth vicinity
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Table 33
Lowest DO Concentration and Its Location (day 0-1 omitted)

Existing Conditions Expanded Conditions

Scenario DO (mg/L) Coll DO (mg/L) [Cell
AEE 3.63 4924 3.61 2532

23,86 47,42

EEE 3.89 1383 3.90 1383
_________ __________ 48,27 48,27

MEA 2.56 4428 3.04 4285
___________43,77 36,76

EEM 2.92 2682 2.86 2626
_____________________ 57,45 57,44

AEM 1.73 2249 1.66 2738
59,38 57,46

EMA 3.16 2253 3.25 2253
_________ __________ 63,68 63,38

AMM 1.25 2249 1.26 2738
_____________________ 59,38 57,46

AME 1.61 2150 1.55 2150
51.37 31,37

MME 2.32 2042 2.30 1930
51,36 47,35

MMM 2.25 2404 2.24 2404
55,40 5 5,40
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Figure 70. Cells with lowest DO, Fox River mouth vicinity
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Table 34
Number of Occurrences of DO Below 5.0 mg/L During Each Scenario
(day 0 - 1 omitted)

Scenario Before Expansion Expansion in Place

AEE 3060 3684

EEE 219 224

MEA 3516 3178

EEM 1174 1487

AEM 9047 9399

EMA 3709 3665

AMM 18248 18290

AME 25870 25894

MME 19319 19395

MMM 7684 7709

Table 35
DO-volume-days of violation (cell voIume)*(5.0-DO)*(3hr/24hr)
(day 0-1 omitted)

Scenario Before Expansion (g-day) After Expansion (g-day)

AEE 0.118x10W 0.144x10

EEE 0.959X10W 0.968x105

MEA 0.127x10a 0.122x10h

EEM 0.105x10, 0.145x10

AEM 0.150x10, 0.161x10

EMA 0.167x10' 0.166x10 7

AMM 0.108x10, 0.109x101

AME 0.313x10' 0.314x10'

MME 0.223x10 0.225x10W

MMM 0.487x10 7  0494x101
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Statistical Analysis of Violations of Minimum DO
Standards

Statistical significance tests were conducted on the results of Tables 32-35.
Five sets of paired data were tested to determine if there were differences
between pre- and post-expansion DO violations in LGB. The five sets of
paired data are:

a. Number of pre- and post-expansion DO violations in the cell which
had the most DO violations before expansion for each scenario (see
Table 32).

b. Number of pre- and post-expansion DO violations in the cell which
had the most DO violations after expansion for each scenario (see
Table 32).

c. Lowest pre- and post-expansion DO concentration for each scenario
(see Table 33);

d. Total number of DO violations for all cells before and after expansion
for each scenario (see Table 34).

e. DO-volume-days of violation before and after expansion for each
scenario (see Table 35).

For each of the above five comparisons, there are 10 independent data
samples (i.e., 10 scenarios) with paired results (i.e., pre- and post-expansion)
for each sample. All samples were obtained from model results.

The Wilcoxon signed rank test was used to test the null hypothesis, i.e., the
means for pre- and post-expansion observations are equal. The Wilcoxon test
is a nonparanietric analog to the paired difference t test. This test was used
since it does not require the normal distribution assumption, which the t test
requires. Using both one- and two-tailed tests with (x = 0.05, the null hypothe-
sis could not be rejected for all of the above comparisons except (2). The
number of post-expansion DO violations for test 2 either remained the same or
slightly increased for each scenario (see right side of Table 32), thus causing
the null hypothesis to be rejected. In summary, the statistical analysis indi-
cates that there is no significant difference in pre- and post-expansion DO
violations for four of the five types of DO violation comparisons conducted.
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8 Investigation of Sediment
Resuspension Potential

One possible consequence of expanding Kidney Island is the increase in
water nutrient and toxin levels within the lower bay. This potential increase
could be induced by higher current velocities and the associated resuspension
of cohesive sediment, such as clays and silts, which had adsorbed pollutants
prior to deposition. Because the chemical bond attaching the nutrient to a
sediment particle may not be permanent, it can dissociate from the clay particle
and be reintroduced into the water column, should resuspension occur. This
pollutant may then enter the aquatic life-cycle process (i.e., food chain) or
again be adsorbed by sediment and remain in the sediment depositiort'
resuspension cycle.

Developmen. of a rigorous modeling procedure to investigate and quantify
sediment tiansport is not in the scope of this study. However, a qualitative
assessment is made by determining those areas in the lower bay where the
potential for sediment resuspension will increase due to expanding Kidney
Island. This qualitative assessment focuses on delineating those areas which
can be expected to experience an increase in bottom shear stress, the process
controlling resuspension of sediment.

Description of Modeling Algorithm

In shallow areas, such as lower Green Bay, sediment resuspcnsion is a
function of the orbital velocities associated with short wave fields together
with the shear stress imparted by the depth-averaged flow. In order to account
for this coupled process, an effective increase in the bed shear stress is used in
the modeling algorithm. This modification, based on the concepts developed
by Bijker (1967), states 'hat an effective shear stress, including both waves and
currents, can be written as a function of a wave-induced increase in the bed
shear stress produced by currents only. This function can be expressed a.i:
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wc c (24 )

where -wc is the entrained bottom shear stress incorporating both orbital and
current velocities, rc represents the bottom shear stress due only to currents, uc
is the current speed, u0 is the amplitude of the wave orbital velocity, and t is
an entrainment coefficient.

The bottom shear stress formulation for currents is:

_pg'u c

tC = 2 (25)
C, 2

where p is the water density, g is the gravitational acceleration, and C. is the
Chezy friction factor.

The wave orbital velocity defined in the first equation can be written:

Uo = HgDT o (26)4nt cosh(kD-)

where H is the wave height, D is the water depth, and T and k represent the
wave period and wave number, respectively.

The entrainment coefficient is:

=C (27)

where fw, is the wave friction factor (Jonsson 1966). C is a coefficient
accounting for bottonm friction effects and has ihe form:

C =18 log 12 (28)

where r represents thc hed roughness,
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The wave friction factor can be approximated by (Swart 1974):

4, = exp -5.977+ 5.213 4 (29)

The quantity a0 is the maximum orbital excursion length and is defined as:

H 1
a0 = 2 sinh(kD)

The modeling procedure described above provides a spatial distribution of
areas subject to erosion as a function of local depth, sediment size, wave
fields, and hydrodynamic forcing. Because cohesive sediment deposition pat-
terns give an indication of sediment-adsorbed substance concentrations, this
approach provides a qualitative insight into the potential effects of the pro-
posed CDF on the distribution of toxic materials.

Application of Modeling Approach

In order to evaluate potential sediment resuspension patterns over a wide
range 3f hydrodynamic conditions, the algorithm discussed above was applied
to each of the 10 scenarios described in the previous chapter. To identify
areas subject to changing sediment resuspension potentials, bottom shear
stresses computed with the proposed Kidney Island configuration were com-
pared to those stresses computed with the existing configuration. Bed shear
stresses were computed as a function of local rms velocity magnitudes and
local wind wave conditions. The hydrodynamic model results were used to
compute the root-mean-square velocities for each cell in the grid.

The procedures presented in the Shore Protection Manual (1984) were
followed for estimating significant wave height and period for fetch-limited
and shallow-water conditions. The significant wave height and period were
estimated to be equal to 1.3 ft and 2.2 sec, respectively. A fetch length of
3 miles, a water depth of 10 ft, and a wind speed of 7 m/sec were used to pre-
dict these values. The selected wind speed represents the maximum sustained
wind speed measured at the Green Bay Airport. This speed was increased by
50 percent to correct for overland friction effects. The wave period was
assumed constant throughout the grid; however, the wave heigni was adjusted
to account for depth-limited wave conditions (e.g., breaking waves).
Figures 71 and 72 illustrate the computed bottom shear stresses for the existing
and proposed CDF configurations, respectively, under extreme sciche. extreme
river flow, and minimum lake level conditions. Figur,- 73 depicts the
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departur, or relative change in bottom shear stress, resulting from expanding
Kidncy Island.

Figures 71 and 72 show a correlation between water depth and b,-ttom
shear stress, where greater shear stresses are typically experienced in shallower
water. For example, in Peats Lake, where depths are generally less than 4 ft,
stresses exceed 50 dynes/cm2, whereas, having depths exceeding 20 ft, the
navigation channel experienccs stresses below 10 dynes/cm.

At each cell in the grid, the departure in bottom shear stresses is computed
as the difference in bottom shear stresses resulting from expanding Kidney
Island. The existing CDF configuration serves as the basis of comparison.
Thus, a positive change reflects an increase in stresses (due to expanding
Kidney Island), whereas a negative change depicts a decrease in stresses. In
Figure 73, departures are expressed in percent. Furthermore, a threshold value
of 5 dynes/cm2 was specified as the critical stress required to induce move-
ment of cohesive sediment. Thus, no sediment movement will occur when
stresses are below this threshold value.

In Peats Lake and Dead Horse Bay, bottom shear stresses are most sensitive
to the variation in lake levels. For example, at minimum lake levels. stresses
vary between 10 dynes/cm2 and 50 dynes/cm2, whereas stresses range from
10-40 dynes/cm2 and 0-30 dynes/cm2 for the average and maximum lake lev-
els, respectively. A negligible change in stress patterns is noted for the
extreme and average storm seiche conditions, and also between differing flow
rates. A small change is noted, however, between extreme and minimum
seiche conditions. A negligible change in stress departure is noted in these
areas.

In the southeast section of the lower bay, which is defined as that area cast
of Kidney Island and south of Frying Pan Shoal, high shear stress areas pre-
dominately reside along the shoreline. For the extreme seiche. extreme river
flow, and minimum lake level condition, stresses ranged between
30 dynes/cm2 and 50 dynes/cm2 . For average and maximum lake levels,
stresses were typically in the 20-30 dynes/cm 2 range along the shoreline.

For the minimum lake level scenarios, large porlions in the southeast sec-
lion have stresses in the 10-20 dynes/cm 2 range. Towards the center of this
section, stresses are lower and vary up to 10 dynes/cm2 . Interestingly, the
center of a large eddy typically exists in this area. For average and maximum
lake levels, stresses are reduced and fall within the 0-10 dynes/ema2 range. No
dependence is noted on river flow rates, and a negligible change in stresses
occurs between pre- and post-expansion CDF configurations.

Because of its depth, bottom shear stresses within the channel arc predom-
inately small and vary up to 10 dynes/cer 2 . However, for minimum lake level
conditions, greater stresses are experienced in the shallower areas adjacent to
the channel and these stresses can range from 10 dynes/cnr 2 to 20 dynes/cnr 2

The departures in stresses in areas adjacent to the channel are most sensitive
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to the combined effects of maximum river flows, together with average and
low lake levels. A negligible departure is noted at maximum lake levels.
Seiche action slightly increases the area subject to resuspension, and the great-
cst effect is experienced in the zone adjacent to Grassy Island.

For Kidney Island, bottom shear stresses around the island can approach
40 dynes/cm 2. A! maximum lake levels, stresses to the north of the island are
typically in the 0-10 dynes/cm 2 range. Behind the CDF, stresses approach
3G Jynes/cm2 along the shoreline, but decrease to the 10-20 dynes/cnr2 range
along the island. This difference in stresses is attributed to the fact that a
small change in water depth, especially in shallower water, can have a signifi-
cant impact on shear stresses.

At average lake level conditions, stresses in front of Kidney Island do not
exceed 10 dynes/cm 2. whereas stresses can range from 20-40 dynes/cm 2

behind the CDF. The higher stresses behind the CDF occur along the shore-
line. To the east of Kidney Island, stresses vary up to 10 dynes/cm 2. To its
west and northwest, stresses in the vicinity of the CDF are in the range of
10-30 dynes/cm., with the higher stresses occurring in areas of shallower
depths. such as along the shoreline.

In the vicinity of Kidney Island. shear stresses generated with minimum
water level conditions are, in general. approximately 10 dynes/cm2 greater than
those calculated with average lake levels. Behind the island, maximum shear
stresses increased from approximately 45 dynes/cm 2 to 55 dynes/cm 2, and
stresses in front of the island increased from approximately 7 dynes/cm 2 to
15 dynes/cm2. A commensurate increase in stresses also occurred in the
regions west and east of the island.

For maximum lake level conditions, departures in bottom shear stresses
show a potential increase in sediment resuspension in the vicinity of the
unnamed shoal area located west-northwest of the CDF. This increase varies
from 0.1 to 0.5 percent. In addition, areas behind Kidney Island also exhibit
increased resuspension potential for extreme and average seiche conditions
occurring in conjunction with maximum river flows. The spatial extent of
these areas decreases under minimum river flow conditions. A decrease in
resuspension potential can be found to the west of the CDF. This decrease is
attributed to the sheltering effect caused by enlarging the island. Compared to
the existing configuration, the proposed CDF impedes the flow of water
through this region, thus reducing the water velocities, and, therefore, the shear
stresses.

Whereas the area in front of Kidncy Island exhibits a tendency of increas-
ing bottom shear stress departures with decreasing lake levels, the departures
for areas behind the island appear to increase with increases in lake levels.
This phenomenon is attributed to the increased flows behind Kidney Island
resulting from seiche action.

Compared with d('part,"'cs icsuatlng fýtui ntiAAI&iunk Iake icvve ,.unditinns. a

greater spatial extent becomes susceptible to possible erosion during periods of
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average lake levels. This increase in resuspension potential is primarily in the
region extending north from Kidney Island to Grassy Island. lrcreases range
from 0.1 to 0.5 percent. An increase of 4 percent is computeo, however,
immediately adjacent to the northwest section of the island. The spatial extent
of this area is greater under extreme seiche and minimum river flow conditiorns
than with minimum seiche and extreme river flow conditions. This suggests
that seiche action will have a greater impact on possible erosion patterns than
high river flows. In addition, sheltering effects can be found to the west aitd
east of Kidney Island.

In summary, only those areas in the immediate vicinity of Kidney Island
will experience a change in qediment resuspension potential. To the east and
west of Kidney Island, the potential for sediment resuspension is reduced.
This phenomenon can be attributed to the sheltering effect caused by enlarging
the island. Compared to the existing CDF configuration, the expanded island
impedes the flow of water through these areas, thus reducing the water veloci-
ties, and, therefore, the shear stresses. The overall decrease in stresses is gen-
erally small, ranging from -0.5 to -1.0 percent.

An increase in resuspension potential exists to the north of Kidney Island.
This increase is attributed to constricting the cross-sectional area between the
CDF and Grassy Island, resulting in slightly higher velocities in this region.
As a result, increases in stresses range from 0.5 to 1.0 percent. with the great-
est increase shown in the area immediately adjacent to the northwest face of
the island. Several areas along the navigation channel also show an increase in
resuspension potential. This increase results from the increased flows exiting
through the channel.
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9 Summary and Conclusions

The conclusions presented in this chapter were drawn by WES from an
analysis of the hydrodynamic and water quality modeling results. These con-
clusions, however, do not necessarily reflect those drawn by the TRP.

This study was conducted to assess potential redistribution of current pat-
terns and subsequent impacts on water quality (e.g., dissolved oxygen) result-
ing from a planned expansion of a CDF located in lower Green Bay.
Wisconsin. Two-dimensional, vertically averaged hydrodynamic and water
quality models were applied to make this assessment. Because most bay pro-
cesses can be adequately represented using a two-dimensional modeling
approach and because of the absence of data for validating a three-dimensional
model, assessing potential impacts using depth-integrated hydrodynamic and
water quality models was accepted as a reasonable approach by the U.S. Army
Corps of Engineers, both WES and NCE, WDNR, and the P1O. The hydrody-
namic model, CH3D, was used for computing water surface levels and velocity
fields which were subsequently used by the water quality model, CE-QUAL-
ICM, for predicting the transport and fate of water quality constituents.

The CH3D model incorporated Ill of the dominant physical processes
affecting currents in the lower bay, including water surface level fluctuations
(e.g. seiches), river inflows, surface and bottom shear stresses, and C'oriolis
effect. Time series of wter surface elevations collected at the Angi' Light
gauging station were used as boundary conditions at the northern or open
water boundary. Daily-averaged river discharges were specified at the Fox and
East River boundaries. Time series of wind speed and direction data collected
at the Green Bay Municipal Airport were used for input to the model.

The water quality model is comprised of II state variables, including dis-
solved oxygen (DO), and their associated kinetic processes. Jl addition to DO,
modeled constituents include algae, labile and refractory carbonaceous bio-
chemical oxygen demand (CBOD), tempetmure, nitrate-nitrogen, anmmonium-
nitrogen, total organic nitrogen, total organic phosphorus, orthophosphate-
phosphorous, and a coi%-t rvative tracer. Sediment oxy~L- demand is specified
as a benthic boundary coadition, and reacration is simulated using a wind-
driven, gas transfer formulation.

The lower Green Bay grid was constructed '-ich that coordinate lines

smoothly followed the irregular landfonis in me study area. including the
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shoreline, Kidney Island, and Long Tail Point, as well as the navigation chan-
nel. The final grid included improved spatial resolution in regions to the north
and to the east of Kidney Island as suggested by members of the TRP.
Excluding the Fox and East Rivers, this improvement increased the total num-
ber of cells by 44 percent. The grid's finest resolution was placed within the
critical zone encompassing the Fox River mouth where significant mixing of
the Fox River discharge and the bay water occurs. Cells in this area measure
approximately 75 ft by 125 ft in the east-west and north-south directions,
respectively.

Measured water surface level and water velocity time series data were used
in calibrating and validating the hydrodynamic model. Parametric and non-
parametric statistical tests, comparing model-generated to measured time series
data, were performed to quantify model accuracy. Furthermore, the model was
calibrated and validated over multi-week periods, during which the lower bay
experienced a variety of conditions, reflecting both calm and storm events
typically encountered in summer.

The hydrodynamic model was calibrated over a 14-day period in June 1984
with time series data collected at one water surface elevation gauge station and
four current meter stations. During this period, Green Bay experienced two
relatively high wind events, with one event inducing a maximum range of
water level fluctuations of 1.6 ft, or 2.5 times greater than the mean fluctuation
for this area. Model validation was performed over a 21-day period in July
1984. Data used in this procedure consisted of time series of water surface
elevations collected at one gauge and water velocities collected with four cur-
rent meters. (Of the four current meters, only two meters were in continuous
operation over the validation period and the remaining two were operational
approximately 50 percent of the time.) Two significant seiche events were
recorded during the validation pcriod.

The water quality model was calibrated with data from a 36-day period
during July and August 1983. Grab sample data collected in the Fox River
and throughout lower Green Bay and records from continuous DO monitoring
stations located along the Fox River were used for calibration comparisons.
These data were supplied by the WDNR, and had been used in their waste-
load allocation study. Model output was compared to observed data in time
series, transect, and scatter plots. At the beginning of the calibration period, a
sustained DO sag was recorded by the continuous DO monitors along the
lower Fox River but not in Green Bay. Although this period experienced
higher waste loadings than the latter part of the calibration period, oxygen
uptake associated with the waste loads was insufficient to cause the sag. To
capture this sag, the algal production rate was lowered for the first 10 days of
the calibration period in the Fox River only. The justilication for this action
was that algal production can decrease as light attenuation increases during
periods of high turbidity associated with rainfall runoff.

A series of test simulations or scenarios were perlbrned to assess possible
water quality impacts resulting from the CDF expansion. This assessment was
made by comparing simulated spatial and temporal variations in dissolved
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oxygen and conservative tracer conccntraions. Two simulations were con-
ducted for each scenario; one simulation depicts the lower bay with the
existing Kidney Island configuration, whereas the second simulation portrays
the lower bay with the proposed configuration.

In constructing the scenario tests, lake levels, river flow rates, and seiche
action/wind events were treated as independent variables. A statistical analysis
was conducted to determine the range of values that are representative of these
variables. Furthermore, three values were selected for each variable. One
value represents the average condition, whereas the remaining two values
represent high and low conditions. A series of tests were constructed by inter-
changing the values assigned to each independent variable. Thus, a given test
portrays a particular hydrodynamnic/hydrologic condition or event. Evaluation
of ranges of conditions provides a broad spectrum of plausible events to accu-
rately evaluate water quality impacts incurred by expanding Kidney Island and
increases the reliability of conclusions drawn. Of the 27 possible permutations
of conditions (i.e., wind/seiche, fiver flow, and lake level), 10 conditions were
selected for scenario testing. These 10 conditions should sufficiently bracket
tI range of expected ,,onditions and corresponding impacts.

To analyze hydrodynamic impacts imposed by expanding Kidney Island,
several transects were placed within the study area. Flow across these tran-
sects was used to define the distribution of flow adjacent to the study area.
Time series of flow rates were computed for each scenario. Averaged flows
for each transect were computed for each scenario and pre- and post-expansion
flow rates were compared to quantify changes in current patterns. Six tran-
sects were placed to fomi a "closed box" around the critical zone located at the
confluence of the Fox River and the bay in order to quantify changes in flow
distribution resulting from the expansion.

Comparing flows computed with pre- and post-expansion conditions, the
expansion resulted in a slight d-crease in flows at the transect extending ronm
the CDF to Grassy Island. This decrease in flow is attributed to the CDF
expansion reducing the conveyance through this transect. TI'e average
decrease in flow is equal to 3.8 percent of the net river flow. As a
consequence of reducing the flow across this transect, increased flows were
simulated acrows the remaining transects situated in the bay. (A negligible
change in flows was found at the transect measuring Fox River discharges.)

The greatest increase in net flows exists in the critical zone through the
channel. The average net flow through the channel increased by a proportion
equal to 2.8 percent of the net river flow. The average flow entering Peats
Lake increased by a proportion equal to 0.7 percent of tbc net river flow,
whereas northerly flow in the vicinity of Grassy Island was increased by
0.9 percent of the net river flow. The net fhw between the south shore of the
bay and the CDF increased 0.9 percent of the net river flow.

Results from the WQM scenarios were analyzed to detennine the tlemporal
and spatial impacts of expansion upon water quality. Analysis of differences
in average DO and average t,'acer concentrations between exisling island and
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expanded island conditions, for all 10 scenarios, indicated !hat the impacts of
expansion were in the immediate vicinity of Kidhy Island (mostly north of the
island). The locations of the largest decreases in average )0 in nine of the
ten scenarios were in cells along the boundary of the expanded CDF. These
cells experienced the largest changes in circulation between pre- and
post-expansion conditions. Conditions near the island boundary are displaced
northward to what was open water prior to expansion. Thus, comparisons of
pre-and post-expansion conditions show differences along the post-expansion
boundary.

Time series plots revealed that water quality was very similar at all loca-
tions, for all scenarios, for existing and plan conditions. Decreases in DO
(from existing to plan conditions) were very short-term and were generally the
result of slight time-phase shifts (from existing to plan) in DO during periods
when DO was changing. These phase shifts resulted from slight changes in
circulation around the island. Additionally, the boundary displacement effect
discussed in the previous paragraph caused some of the differences north of
the island. At stations removed from Kidney Island. there were only slight
(practically imperceptible) differences between pre- and post-expansion DO,
CBODL, and tracer concentrations. The expansion had no detectible impact on
the water quality in Peats Lake for all scenarios.

Examination of tracer results revealed that a considerable portion of the Fox
River waste loads pass between Kidney Island and the south shore of the bay.
Thus, it is reasonable to expect that water quality conditions can be more
degraded in this area for both pre- and post-expansion conditions, although the
expansion does force slightly more flow (possibly increasing the flushing rate)
between the island and the shore. The expansion does not degrade water qual-
ity from existing conditions in the area between the island and the south shore.

Using the maximum waste-load allocations, the water quality model indi-
cated that there can be violations in the minimum DO standard of 5.0 mg/L for
short periods of time for both the existing and plan conditions. Most viola-
tions were just below 5.0 mg/L and their locations were similar for existing
and plan conditions for all scenarios. In seven of the ten scenarios, the cells
that had the most violations after the expansion were either adjacent to or the
same cell that had the most violations prior to expansion. In all scenarios.
expansion only slightly changed the number of violations. Expansion did not
degrade the DO in the Fox River mouth, which is a critical region for the pur-
pose of waste-load allocations. A statistical analysis indicated that there was
no significant difference in pre- and post-expansion DO violations for four of
the five types of DO violation comparisons conducted.

Data collection and analysis in support of this modeling study were not
within the scope of work set forth at the beginning of the study. However, at
the last TRP meeting, a suggestion was made to collect some data in the vicin-
ity of Kidney Island to determine the existing conditions around the island.
During August 1992, DO measurements were made at five locations in the
vicinity of Kidney Island. The DO was measured I ft below the surfaIce and
1 ft above the bottom at each station three times daily for live days. The data.
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along with a brief discussion, are in Appendix E. These data indicate that the
DO in waters immediately adjacent to the north face of Kidney WsLand is lower
than the DO in waters further out. These data support the model results of this

study, which indicate that DO is lower near the Kidney Island boundary and
that there is a gradient of increasing DO from the island boundary toward the
north (i.e., bayward).

In summary, the WQM indicates that the planned CDF expansion should
not adversely impact water quality conditions (e.g., DO). The only substantial
differences in water quality (between pre- and post-expansion co.;ditions) are
in the immediate vicinity of Kidney Island, with the greatest decreases in DO
usually along the north face of the island. Differences are due to changes in
circulation around the island resulting from the CDF's retaining wall being
extended into open water.

Potential changes in sediment resuspension pattern,: resulting from the CDF
expansion were investigated. A qualitative assessment was made to delineate
those areas in the lower bay that can be expected to experience an increase in
bottom shear stress, the process controlling resuspension of sediment. Because
cohesive sediment deposition patterns give an indication of sediment-adsorbed
nutrient concentrations, this approach provides insight into the potential distri-
bution of this material. The modeling algorithin used in this task is based on
the concepts developed by Bijker, which estii.'ate an effective bottom shear
stress accounting for the combined effects of short wave orbital velocities and
currents.

Loch. wind wave conditions were used for approximating the short wave
effects in the lower bay. Significant wave height and period were :stimated
for fetch-limited and shallow-water conditions, and the maximum sustained
wind speed and direction measured during the summer of 1984 were used to
depict wind conditions. Root-mean-square water velocities were used to esti-
mate current speeds.

The above algorithm was appiied to each of the 10 scenarios previously
discussed. Test results show that changes in sediment resuspension potential
are limited to areas in the immediate vicinity of Kidney Island. An increase in
resuspension potential is noted to the north of the expansion, whereas a reduc-
tion was found to the east and west of the expa.ided island. The increase in
resuspeision potential to the north of Kidney Island is attribuled to ihe
increased flow passing through this area. The decrease in rcsuspension poten-
tial to the west and east of the island i.; attributed to a sheltering effect caused
by expanding the island. In all areas, changes in sediment resuSel-nsion poten-
tial are generally small, ranging from (.5 to 1.0 percenf. It is therefore
conciuded that tlh expansion will have a oegligible effect n''o sediment resus-
peilsion within the lower bay.
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Appendix A
Charter of the Technical
Review Panel

Lower Green Bay Hydrodynamic and Water
Quality Model to Evaluate Expansion of Kidney
Island

1. As set forth in Scope-of-Work, Lower Green Bay Hydrodynamic and Water
Quality Model to Evaluate Expansion of Kidney Island, date 10 October 1990.
a Technical Review Panel (TRP) is being established for the purpose of pro-
viding expert review and guidance on model development and application.
The U.S. Anmy Engineer Waterways Experiment Station (WES) will conduct a
model study to evaluate the impact of a proposed expansion of an existing
Confined Disposal Facility on water quality within lower Green Bay. The
TRP will provide technical oversight, review, and guidance for this study
effort.

II. The TRP will function in a technical advisory capacity and will be respon-
sible for a) providing technical review and guidance concerning work program
execution and results, b) review of interim documents as work proceeds, and
c) providing written comments following meetings and iia response to request
[or review of interim study documents. A senior member of the WES staff
will be the facilitator tor the TRP, which will operate by consensus. Every
attempt shall he made to respond to issues and concerns raised by TRP
members; however, unanimity from all members will not be required. All
unresolved issues and differences of opinion are to be documented.

Ill. Four meetings of the TRP are proposed during the course of the study as
follows:

I) Project initiation meeting to review and provide guidance on the study
approach and methodology.

2) First progress meeting to review study progress and to adjust study
approach and methodology it necessary.

3) Second progress meeting to review study progress and resulls to ,'ale anki
to provide direction for study comipletion.

4) Final report meeting to achieve consensus oi ,mndy results.
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Meetings will be scheduled in advance at locations to facilitate travel
(accessibility and reduced costs) for all members. The TRP may add or deletc
meetings as necessary as the study progresses.
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Appendix B
Water Quality Model Kinetic
Formulations

Algae

The Green Bay model contains one form of algae, blue-green. Blue-green
algae are the predominant form of algae during tne summer (Patterson 19E5),1
the period selected for model calibration and scenario evaluations. Sources
and sinks of algae are:

Sources
Growth (production)

Sinks
Settling
Basal metabolism (e.g., respiration)
Predation

The last two sinks of algae are temporarily grouped here under the heading
mortality. The governing equation for algal biomass is:

" = PRO B - MB - L B (B1)
H

where

B = biomass of algae, expressed as carbon (gm C m-)

t = time (day)

PGRO = rate constant for production of algac (dayl)

I See References at the end of the main text.
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M = rate constant for mortality of algae (day-1)

Wsaig = settling velocity of algae (m day-)

H = water depth (m)

Production

Production by phytoplankton is determined by the availability of nutrients,
by the intensity of light, and by the ambient temperature. The effects of each
are considered to be multiplicative:

PGRo -- P,,,. f(N) f(i) f(T) (B2)

where

Pmax = production rate under optimal conditions (day- )

f(N) = effect of suboptimal nutrient concentration (0 <f(N) < I)

Rf!) = effect of suboptimal illumination (0 <_f(!) < 1)

f(7) = effect of suboptimal temperature (0 <f(T) < 1)

Carbon, nitrogen, and phosphorus are the primary nutrients requit d for
algal growth. Carbon is usually available in excess and i- not considered. The
effects of nutrients on growth are described by the formulation commonly
reterred to as "Monod kinetics" (Monod 1949) in which growth is dependent
upon nutrient availability at low nutrient concentrations but independent of
nutrients at high concentrations. Liebig's "law of the minimum" is invoked
that growth is determined by the nutrient in least supply:

NH4 + NOI 1
Khn~ +NH 4 + NO3 j

f(N) = minimum I (B3)
P04

Khlp + P04

where

NH4 = ammonium concentration, as nitrogen (gm N m- 3)

NO3 = nitrate plus nitrite concentration, as nitrogen (gin N n- 3)

Kiln = half-saturation concentration for nitrogen uptake (gin N m-3)
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P0 4 = dissolved phosphate concentration, as phosphorus .'gm P m3)

KhP = half-saturation coacentration for phosphorus uptake (gin P m 3)

Some blue-gieen algae, notably the bloom-forming genus Anabaena, are capz
ble of fixing atmospheric nitrogen. The nitrogen limitation expressed in Equa-
tion 3 does not apply to nitrogen fixers.

Algal pioduction increases as a function of light intensity until an optimal
intensity is reached. Beyond the optimal intensity, production declines as
intei sity increases. Steele's equation (DiToro. O'Connor, and Thomann 197 1)
describes this phenomenon:

f =1) . exp [I (B4)

where

I = illumination rate (langley day-)

Is = optimal "lumination rate kiangley day-)

Steele's equation describes the effect of light intensity upon algae at a specific
poit. Light intensity is not uniform throughout a body of water, 'ut instead
decreases exponentially with increasing depth according to

--e 4 (B5)

where

10 illumination -t water surface (langley day-l)

= light a. -.nuation coefficient (m-)

= depth (m)

Stwele's equation is for the instantaneous light limitation and must be
integrated over a period of time for model use. In this study, Stce,-'s cquation
is integrated over the period of a day. Substituting Equation 5 into Equation 4
and integrating with respect to depth (for depth averaging) and time yield.

2 7 2  fd,,-v (e oh - e t) (B6)
fAn) --- Wae Q Ke F
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where

oab -- e

fday 1i

fdaa Is

and where

fday = fractional daylength, i.e., length of day with sunlight,

(0o fda 1)

Now all light intensity variables of Equation 6 are daily average values.
Optimal illumination Is for photosynthesis depends on algal taxonomy,
duration of exposure, temperature, nutritional status, and previous acclimation
Variations in optimal illumination are largely due to adaptations by algae
intended to maximize production in a variable environment. Steele and
Menzel (1962) noted the result of adaptations is that optimal illumination is a
consistent fraction (- 50%) of daily illumination. Kremer and Nixon (1978)
reported an analogous finding that maximum algal production occurs at a
constant depth (- 1 m) in the water column. Their approach is adopted here
so that optimal illumination is expressed

is = la e •XZ°P"L (B7)

where

Ita = time-weighted average daily illumination (langley day-')

Zoptx = depth of maximum algal production (in)

A minimum Is is specified for optimal illumination so that algae do not thrive
at extremely low light levels. The time required for algae to adapt to changes
in illumination is recognized by computing Is based on a time-weighted
average of daily illumination, i.e..

la = 0.7 1o + 0.2 11 + 0.1 12 (B8)

where

11 = daily illumination one day preceding model day (langley day-I)

/2 = daily illumination two days preceding model day (langley day-I)
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Light attenuation is tie sum of two fornms: non-algal light attenuation (Xda)
and algal self shading (Zas). The non-algal form of light attenuation is the
light attenuation due to water color and suspend,-d solids. Often the effluent
from a wastewater discharge is high in color or suspended solids and exerts a
carbonaceous biochemical oxygen demand (CBOD). Therefore non-algal shad-
ing is expressed as a function of CBOD in regions containing point source
discharges as follows:

Xna -- 0.8 + 0.02(CBODL + CBODR) (B9)

Equation 9, which relates non-algal shading to CBOD, was developed from
observed secchi depths and model CBOD values. In other regions, such as the
upper Fox River and open bays, non-algal shading is set to a constant value.

Algal self-shading is the light attenuation resulting from light adsorption by
chlorophyll. It is expressed as a function of alý 1 biomass.

Xas = Kehl B (B 10)
Arca

where

K = light altenuation coefficient
for chlorophyli (m2 / gm chl) cy

Aca algal carbon to chlorophyll //

ratio (gin C/gm chi)

Algal production is temperature (T) dependent. ,
The influence of temperature upon algal growth can *1 .t
be represented by the function shown in Figure B 1.
Optimum growth occurs for a limited temperaure,-

range. Growth diminishes for temperatures above V- Ifi> F: I R .A, 1
and below that range. The mathematical representa-

tion of Figure 1 (Thorton and Lessem 1918) is
expressed as Figure B1. Rate multipliers for algal

growth

[ 0 
T- .Tl

f(7) =1 [] •TI<T<T4 (1(B I)

L + K{ -I I + K- ,4
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where

I = ,1 In [K2(1-K I)

X2 I InK 3(1 -K4)
T4 -T3 [14(I -K 3)]

Maximum growth rates are multiplied by Equation 11 to determine the growth
rate at a specific temperature. Values for Tt through T4 , temperature
parameters (°C), along with values for the rate multiplier parameters K,
through K4 are user specified. The values of K2 and K3 are set equal to 0.98.
T is the local water temperature.

Mortality

Mortality of phytoplankton results from basal metabolism and predation, or

M = BM + PR (B12)

where

BM = basal metabolic rate of algae (day-)

PR predation rate on algae (day-')

As employed here, basal metabolism is the sum of all internal processes
that decrease algal biomass. A portion of the metabolism is respiration and
may be viewed as a reversal of production. In respiration, carbon and nutri-
ents are returned to the environment accompanied by the consumption of
dissolved oxygen (DO). A second internal sink of biomass is excretion
(exidation), which is modeled as a retr.m of CROD to the water column.

Respiration cannot proceed in the absence of DO. Basal metabolism cannot
decrease in proportion to decreasing oxygen, however, or algae would
approach immortality under anoxic conditions. To solve this dilemma, basal
metabolism is considered to be independen' of DO, but the distribution of
metabolism between respiration and excretion is DO-dependent. When oxygen
is freely available, respiration is a large fraction of the total. When oxygen is
r•stricted, excretion becomes dominant.
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BM is commonly considered to be an exponentially increasing functior, of
teir perature:

BM = BMref e Kb, (T-Tref) (B13)

where

BMref= metabolic rate of algae at Tref (day-)

Kbt = effect of temperature on algae metabolism (GC- )

Tref= reference temperature for algae metabolism ('C)

The PR is identical to basal metabolism, or

Kb, (T-Tef I (B14)
PR = PRref e

where

PRref = predation rate on algae at Tref (day-)

The difference in predation and basal metabolism lies in the distributioa of the
end products of these processes.

Effect of algae on nitrogen

Algae take up NH 4 and NO3 during production and release NH4 anI
organic nitrogen throtvgh mortality. No att2mpt is made to model the prefer-
ence of algae for either NO3 or NH 4 . Instead, algal uptake of nitrogen is parti-
tioneýd in proportion lo the concentratioihs of NO 3 and NH 4 according to

Pa = NH4  N0 3  + Kim(B 15)
- Km+ NH4) (KII + N0 3 ) (NH4 + NO 3) (K,10 + NO3)_J

where

Pa = algal preference for NH4 (0 , Pa < 1)

Algal biomass is expressed in units of car'"on. Algal uptake and release o!
nitrogen are quantified through a proportionality constant tLat represents the
average ratio of nitrogen to carbon in algul bWormass. As with algal uptake. the
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preference of algal nitrogen through mortality is represented by distribution
coefficients. The effects of algae on the nitrogen state variables are expressed
as

DNH4 = BM F;, Anc B + PR Fpin A,, B - Pa PGRO A,,- B (B 16)

S = _- - (-Pa) PBje A (B17)at

TON.. _ BM Fo, A,, B + PR FPO, A,. B (B 18)

where

Anc = nitrogen-to-carbon ratio of algae (gin N / gm C)

Fin = fracticn of inorganic nitrogen produced by metabolism
(0 < Fin < 1)

F0 n = fraction of organic nitrogen produced by metabolism (0 _< Fe,, <1 )

Fpin = fraction of inorganic nitrogen produced by predation
(u <Fpn. 1)

Fpon = fraztion of organic nitrogen produced by predation (0 < FIon < 1)

TON = concentration of total organic nitrogen (gin N m- 3)

Th', sums of the metabolism fractions and the predation fractions must each
equal unity.

Effect of algae on phosphorus

Algae utilize P0 4 during production and release P0 4 and organic
phosphorus through mortality. Since the total phosphate state variablc includes
both ultra- and extracellular P0 4 , no explicit representation of the effect of
algae or P04 is necessary. Distribution of total phosphate is determined by
partition coefficients as detailed in the "Phosphorus" ;ection. The equations
that express the effects of algae on organic phosphorus closely follow the
equations for nitrogen
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aTOP-. BM F- p A B + PR Fpp Ap, B (B19)

where

Ape = phosphorus-to-carbon ratio of algae (gin P / gm C)

Fop = fraction of organic phosphorus produced by metabolism(O<pPop<_ 1)

Fpop = fraction of organic phosphorus produced by predation

(0 < FPop < 1)

TOP = concentration of total organic phosphorus (gin P m3 )

The sums of the metabolism and respiration fractions must equal unity.

Effect of algae on dissolved oxygen

Algae produce oxygen during photosynthesis and consume oxygen through
respiration. The quantity produced depends on the form of nitrogen taken up.
Since oxygen is released in the reduction of NO3, more oxygen is produced
per unit of carbon fixed when NO3 is the algal nitrogen source than when NH 4
is the algal nitrogen source. Equations describing algal uptake of carbon and
nitrogen and production of DO are (Morel 1983):

106 CO 2 + 16 NH 4 + + H2PO4" + 106 H20

--> protoplasm + 106 02 + 15 tH (B20)

106 C4Q70 + 16 NO3 - + H2PO4 - + 122 HO

+ 17 H+ --> protoplasm + 138 02 (B21)

From the above equations, it is evident that when NH4 is the nitrogen source,
I mole of oxygen is produced per mole of carbon dioxide fixed. When NO, is
the nitrogen source, 1.3 moles of oxygen are produced per mole of carbon
dioxide fixed. When both NO3 and NH 4 are present, the moles of oxygen
produced by photosynthesis vary linearly between I and 1.3 in relation to the
algal preference for NH4, This variation is modeled as (1.3 - 0.3 Pa).
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The equation that describes the effect of algae upon DO in the model is

aDO (1.3 - 0 .3 Pa) Adr B - DO BM Adcr B (B22)

"it PGOKhr + DO

where

Adcr = dissolved oxygen-to-carbon ratio of algae (grn 02 / gM C)

Khr = oxygen half-saturation concentration for respiration (gm 02 m-3)

Effect of algae on CBOD

Algal predation/death causes a release of organic carbon that can exert an
oxygen demand. This oxygen demand is expressed as CBOD. Excretion (ag..
that portion of algal metabolism that does not exert a direct oxygen demand, as
respiration does, contributes to CBOD. The effect of algae on CR')D is
expressed as

OCBOD _KhrS=Adcr PR B + BM Ador B (B23)W Khr + DO

The other sources and sinks of CBOD are not shown in Equation 23. but will
be added in the section on CBOD below. Additionally, Equation 23 does not
distinguish between labile and refractory CBOD, but this distinction will be
shown in the latter section.

Nitrogen

The following processes affect nitrogen in this model: algal production,
metabolism, and predation; mineralization of organic nitrogen to amr.onium,
settling; nitrification; and denitntication. Effects on nitrogen resulting from
algal production, metabolism, and predation have already been detailed.
Descriptions of mineralization, nitrification, denitrification, and settling follow.

Mineralization

For purposes of this model, mineralization is defined as the proces's by
which total organic nitrogen (TON) is convened to NH 4 . Conversion of TON
to NiH4 proceeds through the sequence ol hydrolysis and mineralization. The
formulation for mineralization is based on the following assumption-: (a) rate
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of mineralization is proportional to available substrate; (b) rate of
mineralization is proportional to algal biomass; and (c) mineralization is
accelerated when inorganic nitrogen is insufficient to supply algal demand.

Assumption (a) states that mineralization cannot proceed in the absence of
TON. The assumption is in agreement with first-order kinetics that are used
here. Assumption (o) recognizes th it nitrogen transformation rates are influ-
enced by the biomass of hieterotrophic orL,,nisms that mediate the transfor-
mations. While bacteria and zocplankton art not quantified in the model,
observations in nu nerous systems (bird and Kalff 1984; Cole, Findiay, and
Pace 1988) indicate their biomass is propoitional to algal biomass. Conse-
quently. algal biomass is an indicator of heterotrophic biomass and the relation
of nitrogen transformations to algal biomass is appropriate. Assumption (c) is
based largely on the analogy to r -osphorus minerahzation for which the
rationale will be -learly stated. The assumption is partially justified, however,
by noting that algae can supply their nitrogen needs through the utilization ol
urea and amino acids (Palenik and Morel 1990), compounds that are classified
as a dissolved form of TON in the modci system. Parsons, Takanasi, and
Hargrave (1984) indicate that urea is utilized after NH4 is exhausted and amino
acids are utilized after inorgani- nitrogen and urea are exhausted. Formulation
of the mineralization rate, consistent with these assumptions, is

Kriin = Kdnmnn + K +NH N Kdnalg B (B24)
Kin+ NH4 + NO3 Kdzl

w kdere

KmIn = mineralization rate of TON (day-)

KdnPV = minimum mineralization rate of TON (day-)

Kdnalg constant th-t relates mineralization of TON to algal biomass
(m3 ,' gm C day-' )

Mineralization rates are ten-.perature-dcpendent. Changeýs in these rates due to
temperature are indicated by

Kmin (T) = Kmin f (T) = Knin (2(Y0C) 0( T-20) (B25)

where

f(T) = temperature correction term for rates, dimensionless

K,0() = mineralization rate at lemperahdre T (day-I)

AeB1
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Kmin(20 0C) = mineralization rate at 20°C (day I)

0 = dimensionless temperature correction factor

Nitrification

Nitrification is a process mediated by specialized groups of au:oirophic
bacteria that obtain energy through the oxidation of ammonium to nitrite aild
oxidation of nitrite to nitrate. A simplified expression for complete nitrifica-
tion is

NH4+ + 20 2 --> NO3- + H20 + 2H+ (B26)

Equation B24 indicates that 2 moles of oxygen are required to nitrify one mole
of ammonium into nitrate. This simplified equation is not strictly true.
however. Cell synthesis by nitrifying bacteria is accomplished by the lixation
of carbon dioxide so that less than 2 moles of oxygen are consumed per mole
of ammonium utilized (Wezernak and Gannon 1968). Nitrifica'•on is modeled
as a complete Monod function rather than first order kinetics. At low concen-
trations of NH,,, uie Monod kinetics approach first order kinetics. The Monod
function d,.pends on temperature and the amount of available ammonium ano
dissolved oxygen according to

NR= DO NH4  f(T) NRmax (B27)
Khnd + DO Kh,,. + NH 4

where

NR = nitrification rate (., N m- 3 day 1)

NRmIa = maximum nitrification rate at optimal i-mperature
(gin N ni day- )

Khnd = half-saturation concentration of DO required for nitrif-ation
(gin 0 2 m-3)

Khnn = half-saturation concentration of NH4 required for nitrification
(gin N m3)

The effect of temperature is given by Equation 25. with appropriate changes in
notation and the value for 0. The effect of nitrification on ammoni:m is
expressed as
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ZINH4N = _ NR (B28)

Thus, the effect of nitrification on nitrate is expressed as

•NO 3 = NR (B29)"--Tt --

The effect of nitrification on dissolved oxygen is expressed as

3DO_
at -And NR (B30)

where

An = mass DO consumed per mass NH4 -N nilrified (gin 02 / gm N)

Denitrification

Denitrification -s a process in which bacteria use NO 3 instead of 02 while
they utilize organics (i.e., CBGD). NO3 is converted to N2 in this process.
The effects of denitrification in the water column are negligible except during
periods of very low DO and depend on the availability of nitrate. At low DO
levels, the bacteria stop using 02 and begin using NO3 (Thomann and
FitLpatrick 19q2). Denitrification can also occur in bottom sediments. As
nitrate in the sediments is reduce!d, nitrate in the overlying water column can
diffuse into the sediments. Therefore, denitrification is modeled as an NO3
sink for the water, )lumn and sediments. Water column denitrification is
modeled as

DEN A,1o Kdenit XT) NO3  Kod" CROD (131)

A)NO3 + Kndn Kodnl + DO

where

DEN water column denitrificafion rate (gin N i-3 day- I

A#0 -mass of nitrate nitrogen consumed per mass of CBOD (as oxygen)
removcd by denitrification (gin N / gm 02)
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Kdenit = denitrification rate at 20PC (day-)

Kond = half-saturation concentration of DO for denitrification
(gm 0 2 M-3)

Kndn = half-saturation concentration of nitrate for denitrification
(gmn N m-3)

Water column denitrification results in a decrease in CBOD due to the
decrease in organics. The change in CBOD resulting from water column deni-
tification is

aCBOD DEN S- (1332)
"Anno

The removal of nitrate from the water column as a result of bottom sedi-
ment denitrification is modeled as a mass transfer process where nitrate is
transferred from the water column to the sediments aczording to

SDEN = sd N3 (B33)
H

where

SDEN nitrate removal rate through sediment denitrification
(gin N m-3 day-')

Ksdn = water column-to-sediiient mass transfer rate for nitrate
(m day-I)

Equation 33 actually represents the diffusion of nitrate into the sediments
where the water column concentration is much higher than the sediment con-
ccntration of nitrate; thus, the mass transfer rate is multiplied by thc nitrate
gradient, which is simply the water concentration. Equation 33 must be
divided by water depth for proper representation.

Settling

TON retresents both dissolved and particulate forms of organic nitrogen.
No differentiation between these forms is made in this model, but settling of
the particulate form is accomplished by allowing a fraction of the TON to
settle. This fraction is not specified explicitly, rather it is reflected through the
value selected for the settling velocity. Removal of TON by settling is
mcteled as
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=TON -Ws TON (B34)
Tt -H

where

Wsn = effective settling velocity of TON (m day 1)

Summary of nitrogen equations

The equations for NH4-N, TON, and N0 3-N are written by summing all previ-
ously described sources and sinks:

DNH4 = BM Fin Anc B + PR Fpin An, B - Pa PGRO An, B
S (B35)

+ Kmin f(T) TON - NR

aTON BM Fon An, B + PR Fpon Ant B - Kminf(7) TON

(B36)
- .w. TON

H

•NO 3 = -(1-.-"a) PGRO Anc B - DEN + NR - SDEN (B37)

Phosphorus

Processes in the phosphorus system are largely analogous to the nitrogen
system. Phosphorus sources and sinks include algal production, metabolism,
and prc.;.ition; mineralization of organic phosphorus; settling; and sediment
release. Effects on phosphorus of algal production, metabolism, and predation
have already been detailed. Descriptions of mineralization, settling, and sedi-
ment release follow.
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Mineralization

Analogous to nitrogen, mineralization is defined as the process ýy which
TOP is converted to P0 4. Conversion of TOP to P0 4 proceeds through the
sequence of hydrolysis and mineralization. The formulation for mineralization
is based on the three assumptions detailed for nitrogen.

A brief review of mineralization of TOP clarifies the representations of
mineralization employed in the model. Although zooplankton excretion is of
fundamental importance in phosphorus recycling, a second pathway for miner-
alization is through the release of nucleotidase and phosphatase enzymes by
bacteria (Ammerman and Azam 1985, Chrost and Overbeck 1987) and algae
(Matavulj and Flint 1987, Chrost and Overbeck 1987, Boni et al. 1989). Since
the algae themselves release the enzyme and since zooplankton and bacterial
abundance are related to algal biomass, the TOP mineralization rate may be
rationally related to algal biomass. A most remarkable property of the enzyme
process is that alkaline phosphatase activity is inversely proportional to
ambient P0 4 concentration (Chrost and Overbeck 1987, Boni et al. 1989). Put
in different terms, when P0 4 is scarce, algae stimulate production of an
enzyme that mineralizes TOP to P0 4 . Simulation of this process in the model
is obtained by relating mineralization to the algal phosphorus nutrient limita-
tion. By this relationship, mineralization is highest when algae are strongly
phosphorus-limited and is relatively low when no limitation occurs.

The expression for the mineralization rate is

Kpmin = Kdpmn + -K+1p Kdpalg B (B38)Khp + PO4

where

Kpmin = mineralization rate of TOP (day-')

Kdpmn = minimum mineralization rate of TOP (dayf)

Kdpalg = constant that relates TOP mineralization rate to algal hiomass
(m3 / gm C day-t )

The mineralization rate is a function of temperature as expressed by Equa-
tion 25 with appropriate changes in notation,

Phosphate partitioning

One fraction of total phosphorus in the water column is phosphorus incor-
porated in algal biomass. This fraction is computed in the model as the
product of algal biomass and APO the phosphorus-to-carbon ratio. In the
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environment, algae adjust their phosphorus content in response to external
conditions. Algal phosphorus content is high when external phosphorus is
abundant and phosphorus content is low when phosphorus is scarce. The
adaptation of algae to their environment indicates Ape should be a variable in
the model. Treatment of APC as a variable, however, complicates specifications
and computation of phosphorus kinetics. The complication is avoided if intra-
cellular and extracellular phosphorus are treated and transported as a single
state variable. Intracellular and extracellular concentrations are determined by
equilibrium partitioning of their sum.

The phosphorus-to-carbon ratio can be calculated by an empirical function
(Cerco and Cole 1992)

1

=PC + PC2 e( -PC3 P0 4) (B39)

where

pcI = parameter that determines maximum algal phosphorus-to-carbon
ratio (gin C / gin P)

pc2 = parameter that determines minimum algal phosphorus to carbon
ratio (gin C / gin P)

pc3 = parameter that expresses the effect of P04 on algal phosphorus to
carbon ratio (m3 / gin P)

Meaning is assigned to the parameters in Equation 39 by examining limiting
cases. When dissolved P0 4 is available in excess, Ape - l/pc1 , the maximum
phosphorus-to-carbon ratio. When dissolved P0 4 is scarce, APe - l/(pc1 +
PC2), the minimum phosphorus-to-carbon ratio. Parameter pc 3 determines the
P04 range over which limiting values of APe are attained.

Settling and sediment release

The P04 incorporated in algal biomass settles at the same rate as the algae.
A portion of the TOP is particulate and is also allowed to settle.

A constant, zero-order sediment release rate is implemented to account for
the P0 4 that may diffuse or be resuspended from the sediments to the water
column.

Summary of phosphorus equations

The P0 4 balance is written by summing the previously described sources
and sinks.
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DP04 Wsalg Apc B + Kpmin f(T7 TOP + SED (B40)

_T H PCpiiJH

where

SEDp = sediment release rate of P0 4 (g P m-2 day- )

Algal uptake and release of P0 4 represents an exchange of P0 4 fractions
rather than a source or sink of P0 4. Consequently, no algal source or sink
terms are included in the P0 4 kinetics equation.

The equation for TOP is written as

aTOP = BM Fop Apc B + PR Fpp Ap, B - Kpmin f(T) Top

(B41)
-WSOP TOP

H

where

Wspop = effective settling velocity for TOP (m day-)

CBOD

CBOD is fractioned into two variables, labile (fast) and refractory (slow)
biodegradation. Terms are included for removal of CBOD by biological
activity (i.e., biodegradation), settling, and denitrification. Algal predation
(i.e., mortality) is a source of labile and refractory CBOD. During periods of
low DO, algal excretion contributes to labile CBOD to be exerted as an oxygen
demand upon DO recovery. Additionally, sediment oxygen demand (SOD)
contributes to labile CBOD if the water column DO is low. All of these pro-
cesses have been discussed previously, except for biodegradation and SOD.

Biodegradation of COOD

First-order labile and refractory biodegradation, modified by DO-dependent
Monod functions, are modeled as
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DECAYL = KJL f(T) DO CBODL (B42)
DO + KDO

DECAYI¢=KRf7 DO COR(B43'

wher R =KIR (7)DO + KDO BD

where

DECAYL = labile CBOD decay (gin 02 m-3 day-l)O00100

DECAYR = refractory CBOD decay (gin O2 m- 3 day-)

CBODL = ultimate labile CBOD (gin 02 m- 3)

CBODR = ultimate refractory CBOD (gin 02 m 3)

KIL = aerobic labile CBOD decay rate at 200C (day')

K1R = aerobic refractory CBOD decay rate at 20PC (day-)

KDO = oxygen half-saturation concentration required for aerobic
CBOD decay (gm 02 m-3)

Temperature dependence in the above equations is according to Equation B25.

SOD Source of CBOD

Sediment diagenesis (i.e., decay and mineralization) occurs even when the
water column DO is low. However, rather than exerting an oxygen demand in
the absence of DO, other substances are reduced (such as iron, manganese,
nitrate, sulfate) thus exerting a chemical oxygen demand (COD) (Lauria and
Pimie 1986). The COD that is released during low DO conditions is added to
the CBOD pool as follows:

SEDCBOD = SOD f(T) Ksc (B44)
Ksco + DO

where

SEDCBOD = sediment source of CBOD (gm 02 m-3 day-)

SOD = sediment oxygen demand (gm 0 m- 3 day')

K,.o = oxygen half-saturation concentration for SOD release of CBOD
(gin O, m-3)

oB19
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Summary of CBOD equations

The sources and sinks of labile and rnfractory CBOD are summarized as

aCBODL W,
t = - DECAYL - -" CBODL + °xL AdcPR BH (B45)

Khr DEN+ Adcr BM - B - DEN - + SEDCROD
Kir + DO Ano

DCBODR Wcr
DECAYR - CBODR ÷ (l-QL)adcrPRB

H (B46)

- (ItDEN) DEN

where

Wcj = labile CBOD settling velocity (m day')

Wer = refractory CBOD settling velocity (m day-)

aL = fraction of algal CBOD contribution that is labile

cLDEN = fraction of CBOD decrease resulting from water column
denitrification that is labile

Both labile and refractory CBOD are computed as ultimate values. How-
ever, measurements for CBOD are usually values at the end of live days. The
conversions between ultimate and five-day labile at;i refractory CBOD are:

CBODL = CBODL (I - e-5 KIL) (847)

CBODR5 = CBODR (I - e -5 KR) (B48)

where

CBODL5 = 5-day labile CBOD (gin 0, m-3)

CBODR5 = 5-day refractory cBOD (gin 02 m3 )
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Dissol,!ed Oxygen

Source ,f DO in the water column include algal photosynthesis and
atmospneric reaeration; sinks include algal respiration, nitrification, carbona-
ceous biochemical oxygen demand, and sediment oxygen demand. Algal
interactions ana the effects of CBOD and nitrification were presented earlier.
The Ffects of reaeration and sediment oxygen demand are discussed below.

Reaeration

The effect of reaeration is modeled as

aDO = kr (DOs- DO' (B49,
-'t' "-V

where

Kr = DO reaeration coefficient (m day

DOS = dissolved oxygeu saturation concentration (gm 02 m 3 )

The reaeration coefficient is calculated using the O'Connor formulation (1983)
for wind-driven gas transfer. This app:aach was selected .ince it is believed
that reaeration is dominated by wind stress morm so than bottom stress in lower
Green Bay. Local wind speeds are used to cwnp- te Kr.

Sediment Oxygen Demand

SOD represents oxygen demand exerted by benthic sediments. The SOD
rate coefficient is specified by the user as a flux. This rate is Ilivided by the
water depth in order to distribute the SOD throughout the water column. A

Monod term is included, which accounts for the effect of DO con entratikjns
on limiting SOD exertion on DO. Temperatur.e dependen,:c is al!,,. included.
The equation for SOD is

SOD= DO f (T)_K (550)

DO + Kh H

where
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Ksod = sediment oxygen demand rate (gmn 02 m-2 day-')

Kh = oxygen half-saturation concentration for sediment oxygen demand
exertion on DO (gin 02 m-3)

Summary oi DO sources and sinks

The complete kinetics for DO are:

-DO = (1.3-0.3 Pa)PGRO Adr B - DO BM Adcr B
F Khr + DO

- And NR - DECAYL - DECAYR (B51)

Kr (
- SOD + ( -DO)H

Temperature

There are several sources and sinks of heat that affect the overall heat
balance and temperature of a water body. These can be described by

HN = Hs + HL - HE - HB ± HC (B52)

where

HN = net heat flux (W m-2)

HS = net short-wave radiation

HL = net long-wave radiation

HE = heat loss due to evaporation

HB = heat loss due to back radiation of water

HC =- heat loss due to conduction It water surface
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The temperature change with respect to time is computed as

__ __ (B53)

"Ft p Cp H

where

C p = specific heat of water, .0486 W day Kg-I OC°

p = density of water, 1,000 Kg m3

Water temperature is calculated using the equilibrium temperature approach
(Edinger, Duttweiler, and Geyer 1968), which accounts for the effects of sur-
face heating and radiation. The equilibrium temperature TE is defined as the
water temperature at which the net heat exchange HN is zero. Several of the
terms on the right side of Equation 52 are functions of surface water tempera-
ture, T. With HN = 0 in Equation 52, substituting TE for T, and applying some
linearization, the terms on the right side of Equation 52 can be solved
iteratively for TE and a heat exchange coefficient KE. Therefore, the
equilibrium temperature and heat exchange coefficient can be computed
a priori from meteorological data without knowledge of the water temperature.
Additionally, net short wave radiation is computed using cloud cover, site
location, and time of year. This information is used for illumination in algal
growth.

The net heat transfer rate is computed as

HN = KE (TE - T) (B54)

where

KE = heat exchange coefficient (W m- 2 OC-1 )

TE and KE are calculated using meteorological data (i.e., air temperature, dew-
point temperature, cloud cover, and wind speed) independently from the simu-
lation. Edinger, Brady, and Geyer (1974) present a detailed explanatio, of the
calculation of TE and KE. The water temperature on the right side of
Equation 54 is treated explicitly, i.e., taken from the previous time-step.

Heat sources from discharges, such as power plants, are computed as

Hp = p CP Q(P AT (B55)
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where

H = heat transfer rate from power plant discharge (W)

Qp = discharge rate from power plant (i 3 dayl)

AT = temperature difference between power plant discharge and ambient

(intake) water (OC)

Equation B55 must be divided by pCPV to convert to a rate of temperature

change, where V is the volume of the computational cell where the power

plant discharge enters. Combining Equations B54 and B55, Equation B53

becomes

aT = KE (TE-7) + (B56)

" " p Cp H V

Conservative Tracer

A conservative tracer is included in the suite of variables simulated by the

WQM. This tracer is used to check mass conservation and study transport. It

can also be used to simulate the transport of conservative substances found in

the water column. The only loss for this conservative tracer is transport

through the outer boundary of the model.
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Appendix C
Water Quality Model Kinetic
Notation and Units

A(,U Algal carbon-to-chlorophyll ratio (gm C / gin chl)

Adcr Dissolved oxygen-to-carbon ratio of algae (gin 0, / gm C)

Ai,. Nitrogen-to-carbon ratio of algae (gin N / gin C)

And Mass DO consumed per mass ammonium nitrogen nitrified
(gin 02 / gin N)

A,, Mass of nitrate nitrogen consumed per mass of CBOD (as
oxygen) removed by denituification (gin N / gin 02)

AP,. Phosphorus-to-carbon ratio of algae (gin P / gin C)

B Biomass of algae, as carbon (gin C m3 )

BM Basal metabolic rate of algae (day-1 )

BMrtei Metabolic rate of algae at reference temperature (day-1 )

CBODL Ultimate labile CBOD (gin 2 m-3)

CBUDLS Five-day labile CBOD (gin 0, m- 3)

('BODR Ultimate refractory CBOD (gin 02 m-3)

CUODR5 Five-day refractory CBOD (gin 0, m-3)

Cp, Specilic heat of water (0.0486 watt day kg- IC-I)

DECAYL Labile CBOD decay (gin 02 in3 day-')

DECAYR ReIraclory CBOD decay (gin 02 m- 3 day-)

C1
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DEN Water column denitrification rate (gin N ni3 day ')

DO Dissolved oxygen (gin 02 m-3)

DOS Dissolved oxygen saturation concentration (gm 02 in-3)

fjaY Fractional daylength (0 < fday < 1)

f(I) Effect of suboptimal illumination on algal production (0 < f(l) < 1)

f(N) Effect of suboptimal nutrient concentration on algal production
(0 < f(N) < 1)

f(T) Effect of suboptimal temperature on algal production
(0 < f(T) < 1). Also temperature correction term for other rates.

Fit? Fraction of inorganic nitrogen produced by algal metabolism
(0 < Fin < 1)

Foil Fraction of organic nitrogen produced by algal metabolism pool
(0 < F o n :_ 1)

Fop Fraction of organic phosphorus produced by algal metabolism
(0 < Fop < 1)

Flpin Fraction of inorganic nitrogen produced by algal predation
(0 < Fpin < 1)

F,,o,1 Fraction of organic nitrogen produced by algal predation
(0 < Fpon < 1)

Finoq Fraction of organic phosphorus produced by algal predation
(0 < Fpop < 1)

H Water depth (m)

HB Heat loss due to back radation of water

HC Heat loss due to conduction at water surface

HE Heat loss due to evaporation

HL Net long-wave radiation

HN Net heat flux (W m-2)

Hp/, Heat transfer rate from power plant discharge (W)

HS Nt short-wave radiation
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I Illumination rate (langley day-)

i, Time-weighted average daily illumination (langley day')

I0 Daily illumination at water surface (langley day-I)

I. Optimal illumination rate (langley day-I)

1I, Daily illumination one day preceding model day (langley day t)

/I Daily illumination two days preceding model day (langley dayl)

Kl--K4  Rate multiplier parameters in algal rate multiplier equation (day-)

Kht, Effect of temperature on metabolism of algae (OCI)

K,,1h Light attenuation coefficient for chlorophyll (n12 / gm chi)

Kme,,i, Denitrification rate at 20 'C (day-')

Constant that relates TON mineralization rate to algae biomass
(ml3 / gm C day-)

K(IIIIII Minimum mineralization rate of TON (day-)

KDO Oxygen half-saturation concentration required for aerobic CBOD
decay (gin 02 m-3)

Kdpalgý Constant that relates TOP mineralization rate to algae biomass
(in 3 / gm C day-')

KdpMi Minimum mineralization rate of TOP (day-)

KE Heat exchange coefficient (W m- 2 oC-I)

KI, Oxygen half-saturation concentration for sediment oxygen demand
(gin 0 m3 )

Kim1  Nitrogen half-saturation concentration for nitrogen uptake by algae
(gill N m- )

Kh,,,, Half-saturation concentration of DO required for nitrification
(gin 0 m-3 )

Kin1 p, Half-saturation concentration of NH4 required for nitrification
(gin N m- 3)

Kill) Half-saturation concentration of phosphorus for uptake by algae
(gin P in-3)
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Kjjr Oxygen half-saturation concentration for respiration (gin 02 O -)

Kin Mineralization rate of TON (day- )

Kn ll Half-saturation concentration of nitrate for denitrification
(gn N m- 3)

Kodn Half-saturation concentration of DO [or denitrification
(gin 02 m3)

Kpmlill Mineralization rate of TOP (day-1)

Kr DO reaeration coefficient (in day-')

Ksc, Oxygen half-saturation concentration for SOD release of CBOD
(gin 02 m-3)

Ksd, Water column-to-sediment mass transfer rate for nitrate (in day-')

KsId Sediment oxygen demand rate (gin 02, i- 2 day-)

KIL Aerobic labile CBOD decay rate at 20 0C kday-1)

KIR Aerobic refractory CBOD decay rate at 20 0C (day-)

M Rate constant for mortality of algae (day-)

NH4  Ammonium concentration, as nitrog,:.! (gm N mi

NO 3  Nitrate plus nitrite concentration, as-nitrogen (gin N ni 3 )

NR Nitrification rate (gin N n-3 day- )

NRinax Nitrification rate under optimal temperature conditions
(gin N m-3 day-)

Pa Preference of algae for NH4 uptake (0 < Pa < 1)

PC] Parameter that detennines maximum algal phosphorus-to-carbon
ratio (gin C / gin P)

pcO Parameter that deteimines minimum algal phosphorus-to-carbon
ratio (gin C / gm P)

PC? Parameter that expresses effect of P0 4 on algal phosphorus-to-
carbon ratio (m3 / gin P)

PGRO Production rate of algae (day-)

PMaJX Production rate of algae under optimal conditions (day')
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P0 4  Total or dissolved phosphate concentration, as phosphorus

(gin P m- 3)

PR Predation rate on algae (day-)

PRref Predation rate on algae at Tref (day- )

Q1, Discharge rate from power plant (mi3 day- )

SDEN Nitrate removal rate through sediment denitrification
(gm N m- 3 day-I)

SEDcBoD Sediment source of CBOD (gin 0, m3 day- )

SED!) Sediment release rate of P04 (g P M-2 day-)

SOD Sediment oxygen demand (gm 0 n-3 day-')

T Water temperature (C0 )

TI--T 4  Temperature parameters in algal rate multiplier equation (0C)

t Time (day)

Tr F'juilibrium temperature ('C)

TON Total organic nitrogen concentration (gin N m- 3)

TOP Total organic phosphorus concentration (gin P m- 3)

Tref Reference temperature for metabolism of algae (0C)

V Volume of model computationai cell (m3 )

WuJ41 Settling velocity of algae (m day-1 )

W,,I Settling velocity of labile CBOD (in day-1)

W,.,. Settling velocity of refractory CBOD (m day- )

W•.,, Efhlctive settling velocity of- TON (m day' 1)

W,,,/p Effective settling velocity of TOP (in day-)

- Depth (m)

-,,p- Depth of niaximumi algal production (m)

(XL Fraction ol algal CBOD coniribution that is labile
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aDEN Fraction of CBOD decrease resulting from denitrification that is
labile

AT Temperature difference between power plant discharge and

ambient (intake) water (°C)

A, Light attenuation coefficient (m-)

k'as Algal self-shading light attenuation coefficient (m-)

Xna Non-algal light attenuation coefficient (ml)

p Density of water (-1,000 kg m-3)

0 Dimensionless temperature correction factor
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Appendix D
Water Quality Model Scenario
Figures

Results from selected water quality model scenarios presented in this
appendix are in the form of time series plots and shading plots. Also pre-
sented for each scenario is a map to indicate the location of stations used for
pre- and post-expansion comparisons. Results are grouped by scenario and
presented in the following order: AEE, EEE, EEM, AEM, and MMM.

The results are organized for each scenario as follows:

a. Map ol lower Green Bay indicating the location of the selected pre-
and post-expansion comparison stations.

b. Time series plots for ulti -ate labile carbonaceous biochemical oxygen
demand (CBODL), dissolved oxygen (DO), and conservative tracer at
comparison stations.

c. Time difference plots for CBODL, DO, and conservative tracer at
comparison stations.

d. Shading plot, of average conservative tracer concentrations for pre-
and post-expansion conditions.

e. Shading plot of the increases in average conservative tracer
concentrations occurnng after expansion.

f Shading plot of decreases in average DO concentrations occurring after
expansion.

g. Shading plots of the lowest instantaneous DO predicted at any time
during the scenario for pre- and post-expansion conditions.
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SCENARIO AEE

(Average Seiche, Extreme River Flows,
Extreme Lake Level)

Figures D1 - D7
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Station 3

StFson I

Station 2

Station 7

•Station 8

•station 5

Stobion 4

Figure DA. Pre- and post-expansion comparison stations, Scenario AEE
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SCENARIO AEE
AVERAGE CONSERVATIVE TRACER

LEGEND Existing Kidney Island

= Average Bose Conservative Tracer

0 X ýc 0.05

E 0.05 ,e x <• 0!0

0 010 < <O0i5

I 0.O15 < < 0 20

]1 • 0 20

Figure D4. Average conservative tracer concentrations, Scenario AEE (Continued)

D22 Appendix D Water Quality Model Scenano Figures



SCENAR!O AEE
AVERAGE CONSERVATIVE TRACER

Expanded Kidney Island
LEGEND
x = Average Proposed Conservative Tracer

03 x <€ 0.05

3 0.0.5 < x < 0.10

a 0.10 < x <, 0.15

Nl 0.15 -c x < 0.20

A1 x > 0.20

Figure D4, (Concluded)
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SCENARIO AEE
DIFFERENCE IN AVERAGE CONSERVATIVE TRACER

LEGEND
x = Proposed - Bose Average Conservative Tracer

o x < 0.0O

*3 001< x < 0.02

0 0.02 < x c 0.03

moýo3, cx, 0.04

mx > 0.04

Figure D5 Difference in average conservative tracer, Scenario AEE
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SCENARIO AEE
DECREASE IN AVERAGE DO

LEGEND
x = Average DO base - Average DO expansion

-13 x < 0.25

M 0.25( < x<0.5

M• 0.5 <x < 0.75

M 0.75 < x< 1,0

/

</

Figure D6. Decrease in average DO concentrations, Scenario AEE

Appendix D Water Quality Model Scenario Figures D25



Scenario AEE
Lowest Instantaneous Dissolved Oxygen Values

LEGEND
x Lowest Instantaneous DO

9 4-cx< ,5

e0 3< x< 4

R 2< x< 3

0I x< 2

Figure 07. Lowest instantaneous DO, Scenario AEE (Continued)
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Scenario AEE
Lowest Instantaneous Dissolved Oxygen Values

With Expansion in Place
LEGEND
x = Lowest Instantaneous DO

0 X>5

0• 44x<5

0 3<x<4

Ul 2-.x<3

0 x-2

Figure W7. (Concluded)

D27
Appendix 0 Water Quality Model Scenario Figures



SCENARIO EEE

(Extreme Seiche, Extreme River Flows,
Extreme Lake Level)

Figures D8 - D14
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SCENAR~IO EEE
AVERAGE CONSERVATIVE TRACER

LEGENDExisting Kidney island
xAverage Bose Conse-vaotive Tracer

x < 0 05

Figure D1 1. Average conservative tracer concentrations, Scenario EEE (Continued)
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SCENARIO EEE
AVERAGE CONSERVATIVE TRACER

LEGEND Expanded Kidney Islan>,

x= Average Proposed Conservative Tracer

Figure D11. (Concluded)

D49
Appendix D Water Quality Model Scenario Figures,



SCENARIO EEE
DIFFERENCE IN AVERAGE CONSERVATIVE TRACER

LEGEND
x = Proposed - Base Average Conservative Tracer

0 xO0O0

22 0,01 < < 0.02

0 002 < < 0.03

Wm 0.03 < < 0,04

* x >, 0.04

'ii,

Figure D12. Difference in average conservative tracer, Scenario EEE
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SCENARIO EEE

DECREASE IN AVEkAGE DO

E'(" ",

, = .-,.r-r:ge C'O b•se - -%verage DO

S05 • • O75

l 075 < • < LO

.<

, . /

/ .," / ,

I//.

Figure D13. Decrease in average DO concentrations, Scenario EEE
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Scenario EEE
Lowest Instantaneous Dissolved Oxygen Values

= L:.,,est nstcnitoneous DO

Figure D14, Lowest instantaneous DO, Scenario EEE (Contin~ued)
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-ýzwe st instantaneous Dissofved Oxygen VcluesIWiV;th Expansioon Plcce
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SCENARIO EEM

(Extreme Seiche, Extreme River Flows,
Minimum Lake Level)

Figures D15 - D21
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SCENARIO EEM
AVERAGE CONSERVATIVE TRACER

LEGEND Existing Kidney Island
x Averaoge Bose Corservative Tracer

SX < 00J5

Figure D18. Average conservative tracer concentrations, Scenario EEM (Continued)
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SCENARIO EEM
AVERAGE CONSERVATIVE TRACER

LEGEND Expanded Kidney Island

x = Average Proposed Conservative Tracer

C X < 0.05

92 0.05<×< 0.10

0 0.10< x<015

9 0,!5 < x<0.20

A1 x>020

Figure D18. (Concluded)
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SCENARIO EEM
DIFFERENCE IN AVERAGE CONSERVATIVE TRACER

C£EN•.

= :sed - ýse Average Conservative Tracer

0• 0 02 <,403

a• 0.013 <, < C04

Figure D19. Difference in average conservative tracer, Scenailoa EEM
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SCENARIO EEM

DECREASE IN AVERAGE DO

x = Average DO base - Average DO expansion

2 x < 025

0 0-25• < x<0.5

0 0.5 < x < 0.75

N 3.75 -• x <1.0

X/ >

Figure D20. Decrease in average DO concentrations, Scenario EEM
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Scenorio EEM

Lowest Instantaneous Dissolved Oxygen Values
LEGENDC

S= Lowest inslcneous DO

U 2<,<3

2 <

Figure D21. Lowest instantaneous DO, Scenario EEM (Continued)
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Scenario EEM
Lowest Jnstantaneous Dissolved Oxygen Values

With Expansion in Place
LEGEND
x = Lowest Instantoneous DO

0 x >5

R 4 < x<5

IN 2< x< 3

Figure D21. (Concluded)
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SCENARIO AEM

(Average Seiche, Extreme River Flows,
Minimum Lake Level)

Figures D22 - D28
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SCENARIO AEM
AVERAGE CONSERVATIVE TRACER

LEGEND Existing Kidney Island
x = Average Bose Co iservotive Tracer

C• x < 0.05

ES 0.05 < X < 0.10

M 0.10 - X ,. 0.15

M 0 15 - < 0.20

Figure D25. Average conservative tracer concentrations, Scenario AEM (Continued)

D100 Appendix D Water Oiuality Model Scenario Figures



SCENARIO AEM
AVERAGE CONSERVATIVE TRACER

Expanded Kidney IslandLE-GEND
x= Average Proposed Conservative Tracer

E[] 0,05 <×< 0.10

0 010<Xý015

2 0 15 <, <C020

Figure D25. (Concluded)
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SCENARIO AEM
DIFFERENCE IN AVERAGE CONSERVATIVE TRACER

LEGEND
x = Proposed - Boase Average Con-,ervative Tracer

0 X < 0.01

E2 0.01 < x < 0.02

M• 0.02, <X < 0.03

S0.03 < x < 0.04

> O.O3 x.O4

Figure D26. Difference in average conservative tracer, Scenario AEM
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SCENARIO AEM

LEGEND DECREASE IN AVERAGE DO
x=Avercge DO base - Average DO expansion

0 ~< 025

Figure 027. Decrease in average DO concentrations, Scenario AEM
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Srencrio AEM
Lowest Instontoneous Dissolved Oxygen Values

LEGEND
x = Lowest Instontoneous DO

C• x>5

0 3<<4

E 2 x < 3

N x<2

Figure D28. Lowest instantaneous DO, Scenario AEM (Continued)

D104 Appendix 0 Water Quality Model Scenario Figures



Scenario AEM
Lowest Instantaneous Dissolved Oxygen Values

With Expansion in Place

LEGEND
Lowest Instantaneous DO

R3 4<x <5

M 3x < 4

0 2<x 3

3 x<2

Figure D28. (Concluded)
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SCENARIO MMM

(Minimum Seiche, Minimum River Flows,
Minimum Lake Level)

Figures D29 - D36
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SCENARIO MMM
AVERAGE CONSERVATIVE TRACER

LEGEND 
Existing Kidney Island

= Average Bose Conservative Tracer

ES 0.05 < X < 0.10

M 0.15 c x < 0.20

Xl - > 0 20

Figure D32. Average conservative tracer concentrations, Scenario MMM (Continued)
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SCENARIO MMM
AVERAGE CONSERVATIVE TRACER

Expanded Kidney Island
LEGEND

x = Average Proposed Conservative Tracer

0:: X < 0.05

i3 0,05 < X < 0.10

a 0.10 < X < 0 15

11 0.15 < x < 0.20

2l x > 0.20

Figure D32. (Concluded)
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SCENARIO MMM

DIFFERENCE IN AVERAGE CONSERVATIVE TRACER

LEGEND
x = Proposed - Bose Average Conservotive Tracer

C3 X <, 0.01

92 0.01, < < 0.02

0 002 < x <O.03

N] 003<x < 0.04

0 x > 0.04

Figure D33. Difference in average conservative tracer, Scenario MMM
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SCENARIO MMM
DECREASE IN AVERAGE DO

LEGEND
x = Average DO base - Average DO expansion

C3 - < 0.05

e. 0.05 < x 0,•0

0 010 < x<015t

Ui 0.15 < x < 0.20

IW > 0.20

Figure D34. Decrease in average DO concentrations, Scenario MMM
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Scenario MMM

Lowest Instantaneous Dissolved Oxygen Values

LEGEND
x = Lowest Instcntaneous DO

2• < x < 3

Figure 035. Lowest instantaneous DO, Scenario MMM (Continued)
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Scenario MMM
Lowest Instantaneous Dissolved Oxygen VciuesWith Expansion in Plce

LEGEND
x = Lowest Instantareous DO

Sx>5

99 4 < x<5

M 3 <x< 4

d 2 < t < 3

M] x< 2

Figure D35. (Concluded)
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Appendix E
DO Measurements During
August 1992

Dissolved oxygen (DO) measurements were made in lower Green Bay in
the vicinity of Kidney Island on five days during a two-week period of August
1992. Five stations were located on a transect stretching from the north shore
through the center of Kidney Island to the open water beyond (Figure El).
Two sampling stations were located in the channel between the north shore
and Kidney Island, while the other three were located on the bay side of
Kidney Island. DO measurements were made 1 ft below the surface and 1 ft
above the bottom at all stations. Measurements were made at 6:00 a.m., 12:00
noon, and 6:00 p.m. Depths of the five stations ranged from 5 to 8.5 ft

Results indicated that wide fluctuations in DO occurred in both the surface
and bottom waters at all sampling stations (Figures E2 and E3 and Table El).
The 6:00 a.m. measurements at all stations indicated that the DO was relatively
uniform throughout the water column. DO measured 1 ft below the surface
increased from the 6:00 a.m. sampling at all stations on all days and reached
supersaturation levels at least once at all stations. The maximum DO recorded
was 19.1 mg/L at Station D. At the same time that the DO at the surface was
supersaturated, DO measured 1 ft above the bottom was generall) less than
one half the surface value. The supersaturated DO concentrations observed
near the surface are attributed to algal photosynthesis. Possible reasons DO
measurements near the bottom are lower than those at the surface could be
poor mixing of bottom water with surface water and high SODs. Only at the
station with the shallowest depth, Station E, was the DO near the bottom close
to the DO near the surface at the time supersaturated values were observed.

The maximum DO concentrations measured I ft below the surface were
observed during a period when the winds were low (=1.5 mph), Table E2.
When the winds were higher, such as on August 25, the differences between
the surface and bottom DO were much smaller. The large fluctuations of these
1)0 measurements reinforce the idea that lower Green Bay is a complex,
hyper-eutwophic system.

The average of the DO measurements 1 ft below the surface at all stations
is relatively high due to the supersaturated DO concentrations resulting from

Appendix E D0 Measurements During August 1992 El



Transect

C

B

A

Kidney Iislnd

D

Figure El. Location of DO monitoring stations, August 1992

algal photosynthesis. The minimum average DO 1 ft below the surface was
9.39 mg/L at Station A, whic is just off the north boundary of Kidney Island.
The average DO increased wituh distance away from this boundary (Figure E2).
The average DO 1 ft below the surfac" at Stations D and E ir~ the channei
between the shore of Green flay and Kioney Island was higher than the DO at
the station located on the north side of Kidney Island.

The average of the DO measurements made 1 ft above the bottom indicated
that the average DO along the bottom also ir'creased with distance away from
the boundary of Kidney Island. The lowest average of the DO measurements
made 1 ft above the bottom was 7.51 mng/L at Station A (near the north
boundary). The lower DO concentrations near the boundary of Kidney Island
relative to the other stations supports the theory that DO is lowe- near tihe
island boundary and increases away from the boundary. However, a statistical
test of the means indicated that none of the DO means are significantly
different. The greatest difference in means was for bottom measurements at
Stations D and E, where the mean values of 7.79 and 8.65, respectively. are
not significantly different (P=0.22).
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Table E2
Wind Speeds Recorded at Bay Beach, Green Bay

Hur ly Wind Doily Average Wind

Date _ _Tim* Speed (mph) Speed (mph)

8-18 6,00 3.8

12:00 1.5 29

18:00 1.5

8-19 6:00 1.5

12-00 1.5 24

18:00 Is

8-20 6:00 4.1

12:00 1 5 44

18:00 5.9

8-25 6:00 5.8

12:00 91 6

1800 1 5

8-26 600 6.8

12:00 1 5 34

18:00 1,5
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